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12 CHAPTER TWO

Surface detention represents the buildup of water of shallow
iepth required to support the overland flow process. Surface stor-
age represents water held in depressions or other areas that does not
onter the runoff pfdcess. Once surface storage elements are filled,
they then contribute to the flow processes. The infiltration process
is in itself a complex function of time, location and antecedent

conditions. '

Soil water storage enters the storm water picture only through
ts affect on infiltration. Infiltration is a decreasing function of soil
water content. Dry soils have higher infiltration rates than the same
s0il when wet. In some cases the soil water storage may be filled re-
sulting in essentially zero infiltration.

It must be kept in mind that this chapter is devoted to hydrology
>f storm water runoff — not hydrology in general. The difference in
these two is that the former deals with the flow and storage processes
Jduring and immediately following major precipitation events, while

the latter deals with these processes for all time. Only if one is con-
sidering the continuous simulation of streamflow is it necessary to
treat hydrology in more detail.

Figure 2.4 cant be used as a basis for a general description of
the storm water runoff process. The objective is to be able to estimate
flow resulting from a precipitation event. When precipitation first
itrikes the surface of the watershed, it becomes either surface storage
or surface detention. If a pervious surface is being considered and the
infiltration rate exceeds the precipitation rate, then the amount of
water in surface storage and surface detention will decrease. These
two storages naturally have lower limits of zero at which time the
infiltration rate will equal the precipitation rate until the precipi-
tation rate exceeds the rate at which water can infiltrate, and then
the two storages will again start to build up.

Surface storage represents water stored on the surface of a
watershed which does not become surface runoff. Generally one
considers that surface storage must be filled before runoff can start;
however, there can be surface runoff from parts of the basin having
its surface storage satisfied. u
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flow process or in the nonchannelized flow process. If we consider
a sloping plane surface, we can envision the dynamic nature of surface
detention storage. As a rain starts, detention storage builds and run-
off starts. The runoff rate will not equal the rainfall rate because some
of the water is going into detention storage. If the rainfall rate de-
creases, surface detention will decrease with the decrease going into
runoff. Thus surface detention tends to dampen out rapid changes
in rainfall rates and produce slower changes in runoff rates. Of course,
the flow velocity of the runoff depends on the flow depth. As the
flow depth increases, the flow velocity increases.

Because of surface detention storage and the relationship be-
tween flow velocity and flow depth, the runoff hydrograph, even from
a smooth impervious surface, is not simply a translation based on area
and a travel time of the rainfall pattern. Surface detention and over-
land flow depth are a function of the roughness of the flow surface
and its slope. '

Before discussing in detail those elements of the hydrologic
cycle important in storm water management, a review will be made
of some concepts associated with the stochastic nature of hydrologic
events. This will be followed by sections on precipitation, abstrac-
tions from precipitation and the runoff process including a detailed
treatment of runoff hydrographs and peak flow estimation.

% ¥ >  Frequency Analysis < A
INTRODUCTION

In any discussion of hydrology one constantly hears such terms
as the 100-year flood or the 50-year rainfall. Many times these terms
are used rather loosely, and rarely are they understood by the lay-
man. Many times the person that is using these terms does not fully
appreciate their meaning, the implications associated with them,
the difficulty of estimating the magnitude of events associated with
the terms and the uncertainty or variability of an estimate for the
magnitude ~f an event associated with the terms.

A generalized notation will be nsed to denote the events of



interest. T-year event denotes an event with a return peri“f T years
(return period is yet to be defined). QTwill denote the magnitude__pr
peak discharge of a T-year flood. As will be seen, Qr will never be
known with certainty. One must always deal with an estimate for QT

RETURN PERIOD AND PROBABILITY

It is well known that maximum observed streamflow (the peak
flow) observed on any stream over a period of one year varies from
year to year in an apparently random fashion. This randomness has
led to the use of probability and statistics in selecting the hyqraulic
capacity of storm water facilities. Reference should be made to Haan
(1977) for .a more complete treatment of this topic. The following
is a generalized treatment of hydrologic frequency analysis.

A T-year event is defined as an event of such magnitude that over
a long period of time (much, much longer than T years), the average
time between events having a magnitude equal to or greater than
the T-year event is T years. This being the case, the expected number
of occurrences of a T-year event in an N year period would be N/T.
For example, one would expect 5 occurrences of a 20-year event in
a period of 100 years. This is another way of saying that on the
. average one expects a T-year event to occur once every T years. It
is to be emphasized that there is no regularity associated with a T-year
event. It is not to be implied that a T-year event occurs once every
T years nor should it be taken that in any T-year period there will
always be 1 and only 1 occurrence of a T-year event. In fact, later
we will show that there is a chance that in any T-year period, a T-year
event can occur 0, 1, 2, ..., T times. Further we will show how to
calculate the probabilities of these various possibilities.

The return period of a T-year event as defined above is T years.
Often the actual time between occurrences of a T-year event is called
the recurrence interval. Thus, the average value of recurrence inter-
val is equal to the return period. Most discussions of return period
and recurrence interval assume the two terms are synonymous. Thus,
in most instances, when one uses the term recurrence interval, the
average recurrence interval is meant.

Since the average time between occurrences of a T-year event
is T years, the probability of a T-year event in any given year is

1/T. Thus ““ve the relationship
pr=1/T @.1)

where T is the return period associated with an event Qp and pr
is the probability of Q in any given year. Probability is expressed
as a number between O and 1 inclusively. A probability of O means
the event cannot happen while a probability of 1 means the event
will certainly happen. Sometimes probability is expressed as a per-
cent chance in which case the true probability is multiplied by 100.

So far we have made several assumptions that must be empha-
sized. The assumptions involve the variable Q, the peak flow in any
year. First, we have assumed that the peak flows from year-to-year
are independent of each other. This means that the magnitude of a
peak in any year is unaffected by the magnitude of a peak in any
other year. Secondly, we have assumed that the statistical proper-
ties of the peak flows are not changing with time. This means that
there are no changes going on within the watershed that results in
changes in the peak flow characteristics of the watershed. It further
means that the watershed characteristics have remained constant
over whatever period of time any data we are using was generated.
In the language of statistics, we are assuming the data are from a sta-
tionary time series.

Under these assumptions, the occurrence of a T-year event is
a random process meeting the requirements of a particular stochas-
tic process known as a Bernoulli process. The probability of Q
being equaled or exceeded in any year is p for all time and is un-
affected by any prior history of occurrence of Q. Let us now denote
any event equaling or exceeding QT as Qf. We do not know the actual-
magnitude of Qf, we only know that it equals or exceeds QT(Qt =

Q7). Qf is a Bernoulli random variable. The probability of k occur-

rences of Qf in n years can be evaluated from the binomial distri-
bution

f
f(k;DT_.n):(—n_—nm (p7)* (1 - py)™k (2.2)

where f(k;pT,n) is the probability of k occurrences of Qf in n ycars
if the probability of Qf in any single year is p—rl. For example. the

1. nl=nn-1)(n-2)..(3)2)(1)0!'=1



probability of 2 occurrences of a 20-year event in 30 years is

v ‘( 1

f(2;0.05,30) =5%L,)-%,- (0.05)2 (0.95)28 = 0.26
In a large number of 30-year records, we would expect 26% of the
records to contain exactly 2 peaks that equal or exceed on. The
other 75% of the 30-year records would contain O, 1, 3, 4, ..., or
30 peaks that equal or exceed Q,,- The probabilities of these later
number of exceedances can be evaluated from equation 2.2 also.
If this is done, the summation of the probabilities of 0, 1, 2, 3, ...,
30 peaks in 30 years equal to or greater than on must equ?l 1.00
since all possibilities have been exhausted.

Equation 2.2 can be used to calculate the probability that a
T-year event will be equaled or exceeded at least once in an n-year
period by noting that 'at least once' means one or more. The pro-
bability of one or more exceedances plus the probability of no ex-
ceedances must equal 1.00. Therefore the probability of at least one
exceedance is given by

1
L-KOpr.) =1 - i pr® (1-pp)®

Since pp=1/Tand 0! =1, this relationship reduces to
f(pr.n)=1-(1-1YT)" (2.3)

where f(py,n) is the probability that a T-year event will be equaled
or exceeded at least once in an n-year period. If n is set equal to T
in equation 2.3, it can be shown that for large T, f(pl-,T) approaches
the constant 0.632. For T = 10, f(py.T) = f(0.1, 10) = 0.65. What
this means is that if a structure having a design life of T-years is
designed on the basis of a T-year event, the probability is about 0.63
that the design capacity will be exceeded at least once during the
design life.

By specifying the acceptable probability of the design capacity
being exceeded during the design life of the structure, equation 2.3
can be used to calculate the required design return period. For ex-
ample, if one wants to be 90 percent sure of not exceeding the design

capacity of a structure in a 25-year period. f{py.25) would be 1- 0.90
= 0.10. Thus from equation 2.3

0.10=1-(1-1/T)*5

or T = 238 years. To be 90 percent sure of not exceeding the design
capacity in a 25-year period, the design capacity must be based on
an event with a return period of 238 years. In this case the acceptable
risk was 10 percent, the degree of confidence was 90 percent, the
design life was 25 years and the required design return period was
2-38 years. Calculations like this can be carried out for various design
lifes, design return periods and acceptable risks. Figure 2.5 is based
on such calculations and can be used to quickly determine the re-
c!mred design return period based on the design life and acceptable
risk or probability of having the design capacity exceeded.
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is meant by exceeded is failure of the structure to handle the re-

sulting flow in the manner the structure was designed to operate,.

Failure in this sense does not necessarily mean that the structure
will be destroyed. For example, the failure of a road culvert to pass
1 peak flow may result in only minor flooding of a roadway or adja-
cent area and may be acceptable on a fairly frequent basis. Onythe
>ther hand, failure of a storm water detention basin may result in
wwertopping of the structure with considerable damage to property
ind high risk of loss of life downstream. Thus the selection of the
tcceptable risk and design return period depend on the consequences
f the design capacity being exceeded. Building the structure large
‘nough to protect against extremely rare events is quite expensive,
vhile allowing the design capacity to be exceeded on a frequent
vasis may result in an accumulation of considerable economic loss.
‘hus the selection of the proper design return period is a problem in
conomic optimization.

Many governmental units have regulations governing the design
eriod to be used. Often these return periods are based on the size
f the structure and the consequences of the structural hydraulic
pacity being exceeded. For example, in rural areas road culverts
light be based on a 10-year return period. Minor structures in urban
-eas might be based on the 25-year event and major structures and
ood plain delineations might be based on the 100-year event. For
<ample, Table 2.1 shows the design return period specified by
ederal Regulation for surface mines as specified in the December
¥77 Federal Register.

able 2.1 Design Return Periods for Certain Facilities Connected with Surface Mines

Ite Retumn Period

Water Quality Effluent Standards ' 10-year, 24-hour rain

Settling Ponds

Volume of Runoff 10-year, 24-hour rain

Spillways (small ponds) 25-year rain

Spillways (large ponds) 100-year, 6-hour rain
Roads

Out of Flood Plain 100-year

Water CCantrol Structiires IN.unne
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FREQUENCY DETERMINATIONS

Assigning a flood magnitude to a given return period requires
knowledge of the flood flow characteristics of the basin of concern.
The approach that is used to determine this relationship depends
largely on the type, quantity and quality of hydrologic data that is
available, and on the importance of the determination. If a minor
culvert or channel is to be designed, onc cannot justify a time con-
suming expensive flood-frequency analysis. On the other hand, il a
major component of a drainage system is under construction, the
best possible flow estimates are desired.

In this treatment five cases or situations a designer might be
faced with are considered:

Case | - A reasonably long record of streamflow is avail-
able at or near the point of interest on the stream
of interest.

Case I - A reasonably long record of streamflow is avail-
able on the stream of interest, but at a point some-
what removed from the location of interest.

Case III - A short streamflow record is available on the stream
of interest. ‘ :

Case [V - No records are available on the stream of interest,
but records are available on nearby streams.

Case V. -No streamflow records are available in the vicinity.

The cases are listed in the order they will be considered. They
are also listed in the order of increasing difficulty. Unfortunately,
they are listed in the inverse order of their frequency of occurrence.
That is, the designer is more likely to be faced with Case V than with
Case I, especially for small watersheds. In spite of this, we will devote
a major part of our attention to the treatment of Case I. The reason
for this is that it is essential that the Case I procedures and their limi-
tation be understood before one can appreciate the problems assoc-
iated. with any of the other cases. The Case 1 analvsic ic hacie #n ane
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"ASE I - FLOOD FREQUENCY DETERMINATION

If one is extremely fortunate, a relatively long record of peak
Tows on the stream at the point where an estimate for a flood peak
>f a given frequency is desired may be available. Such a listing might
ippear as in Table 2.2 for the Middle Fork of Beargrass Creek at

Cannons Lane in Louisville, Kentucky. \

Table 2.2 Peak Discharge (cfs) Middle Fork Beargrass Creek.
Cannons Lane, Louisville, Kentucky.

Peak Peak Peak
Yvar Flow Year Flow Year Flow
1945 1810 1956 1060 1966 874
1946 791 1957 1490 1967 712
1947 839 1958 884 1968 1450
1948 1750 1959 1320 1969 707
1949 898 1960 3300 1970 5200
1950 2120 1961 2400 1971 2150
1951 1220 1962 976 1972 1170
1952 1290 : 1963 918 1973 2080
1953 768 1964 3920 1974 1250
1954 1570 ’ 1965 1150 1975 21270

1955 1240

Any collection of data such as contained in Table 2.2 repre-
sents a sample of data from a population. The population in this
case would be the maximum annual flood peak for all time, both
past and future. The data of Table 2.2 represent a sample from this
population. Quantities descriptive of a population are known as
parameters. Population parameters are never known in a flood fre-
quency study and must be estimated from the sample of data. Esti-
mates of population parameters are known as sample statistics. Some
parameters of interest are the mean, p,; the standard deviation,
0, the coefficient of variation, C; and the_skewness, I'. Sample
estimates for u,.. g,, C, and T are given in X, S,, C, and Cs, re-
spectively, and calculated from the equations

X = ):Xl/n (2.4)

n (2.5)

x = AL X2 -nX2)/(n-1)

HYDROLOGIC PRINCIPLES

ev =Sxii (2.“
Co=nZ(X;-XP/H{n-1)n-2)S,3}

_n2EX3-3nz X;2X2+ 2(2 X))
n(n-n-D3SJ3 (2.7

wherelxi represents the it® data value, n is the sample sizc and all
sumations are from |_to n. Applying these equations to the Beargras
Creek data results in X = 1599 cfs. S, = 1006 cfs. C, = 0.619 and C_
=213.

The mean is simply a measure of the central location of a group
of data. The standard deviation is a measure of the spread of the
data. The larger the standard deviation, the greater the spread in
the data. The square of the standard deviation is known as the var-
iance. The units on the standard deviation are the same as the units
on the raw data. A dimensionless measure of the spread of a set o!
data is the coefficient of variation. A compact data set will have u
stnaller coefficient of variation than will a wide ranging set of data.

The skewness is a measure of the symmetry of a distribution
The normal distribution has a skewness of zero. If the data tends 1o
spread. or tail. to the right more than it does to the leit with respect
to its mean, the data is positively skewed and C will be positive.
Data tailing to the left more than to the right is negatively skewed,
and Cg will be negative.

If data such as contained in Table 2.2 meet certain assumptions.
we can consider them to be independent random variables and subject
them to a frequency analysis. The main assumptions are that the data
are independent of each other and are from a stationary time serics.
A stationary time series is a data series collected over time and having
statistical properties that do not change over time.

An intuititve estimate for the magnitude of frequent floods cun
be made based on our understanding of the concept ol return penod
For e le, the 5-year flood is one that is equaled or exceeded on
the avel.J® once every five years or about 20 percent of the timv.
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peaks exceed 2120 cfs. Therefore, we might estimate the magnitude
of the 5-year flood as 2120 cfs. Similarly 10 percent of the flows
exceed 2400 cfs so we can estimate the 10-year event as 2400 cfs.

A difficulty with this intuitive approach is that the magnitude
of events having return periods longer than the length of the avail-
able record cannot be estimated. Also the magnitude of events having
return periods close to the record length is dependent on very few
observations and is thus somewhat uncertain. For example, the
10-year event in the above example depends on only 3 observations.
What is needed is a procedure for utilizing all of the data to describe
the probabilistic nature of the peak flows.

A start in this direction can be made by plottting the data in
the form of a frequency histogram. This is merely a plot of the fre-
quency of occurrence of peak flows in some class interval versus the
class interval. Figure 2.6 is such a plot using a class interval of 750
cfs. Similarly a plot of the percent of the values greater than or equal
to a given value versus the magnitude of the value can be made. Figure
2.7 is a plot of this nature for the Beargrass Creek data. From Figure
2.7 the magnitude of the S-year flood (p = 1/T = 1/5=0.20 or 20
percent chance of occurrence) can be estimated as about 2150 cfs
and the 10-year flood (10 percent chance of occurrence) is about
3250 cfs.

o.sf
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Fieure 7 6 Freauencv histogram — Beargrass Creek data.
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When considerable data are available, this is a reasonable pro-
cedure to use for estimating low return period floods. Inspection o!
Figure 2.7 shows that the data exhibit some 'roughness' and that
pe;[pgps a better estimate for low return period floods could be
obtaified by drawing a smooth curve through the data and ther

using the curve to define the magnitude of floods with various re-
turn periods.

Unfortunately a plot such as Figure 2.7 is generally not suf
ficient for estimating the magnitude of a longer return period flood
For example, the 25-year flood can be determined from Figure 2.
by reading the smooth curve at the 4 percent point. This is not a ven
reliable estimate, however, because it depends almost entirely o;
the magnitude of the two largest events in the record. If the larges:
flood event in the record had been 7000 cfs or 4200 cfs or some othe:

value, this would have greatly altered our estimate for the 25-yea
flood.
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Figure 2.7. Empirical flood-frequency curve — Beargrass Creek data,

Furthermore, the estimation of a 100-year flood based on thi
data requires the smooth curve be extrapolated to the one percen
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point. This extrapolation, and indeed the entire smooth curve, would
be extremely dependent on the whims of the individual doing the
extrapolation. Different individuals would estimate different values
for the 100-year flood and the values could differ by several thousand

cts.

What is needed is an analytic method for placing a curve through
the plotted points. This analytic curve could then be used to esfimate
the magnitude of floods with various return periods. Before discussing
analytic techniques for flood frequency analysis, the matter of plot-
ting random data (flood peaks) requires further attention.

The procedure arrived at in preparing Figure 2.7 results in the
point 707 cfs being plotted at the 100 percent point or we are stating
that 100 percent of all annual flood peaks on this stream will be
greater than 707 cfs. Even though this is true for the particular 31-year
record that is available, we do not know that it is true for all time and
would suspect that there is a chance that in some future year an
annual flood peak of less than 707 cfs might occur. Thus we would
like to avoid assigning a 100 percent chance or probability of 1 to
any cvent. ’

A seccond consideration in plotting flood peaks against pro-
bability is that when arithmetic graph paper is used as in Figure 2.7,
the points generally form an extremely curved pattern with the larger
flood widely spaced. To overcome this inconvenience, special paper
known as probability paper has been developed. Several kinds of pro-
bability paper arc available. The most widely available are normal
probability paper and lognormal probability paper. Lognormal pro-
bability paper will be used in this treatment.

The steps to be followed in plotting random data on probability
paper are:

1. Rank the data from the largest to the smallest.
2. Calculate the plotting position from:

p=m/(nt+]) (2.8)

hLI'L p is the plotting position, m is the rarﬁ' the ob-

vt i v e e ie tha nimbhaoare A voare af data
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3. Plot the observation on probability paper with p alony
the probability scale and magnitude along the variablc
scale.

As an example of probability plotting, consider the Beargras
Creek data. This data is ranked and the plotting positions determincd
in Table 2.3. Figure 2.8 is a plot of the data on lognormal probability
paper. Since the data were ranked from the largest to the smallest.
the plotting position, p, represents the fraction of the values greater
than or equal to the corresponding value of the data. The data do noi
plot as a straight line on lognormal paper. but the curvature is greathy
reduced over that shown in Figure 2.7.
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Figure 2.8. Probability plot - Beargrass Creck data.

At this point a smooth curve can be sketched through the data
or we can use analytical methods to 'fit" a linc through the points
In this latter approach. an equation having unknown parameter
is used to describe the data much like the straight line y=a+bX i
fitted through plotted points on regular graph paper. The difficulty
we no ce is selecting the ‘equation’ 10 use and in estimating th
mrameters of thic eanatinn
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Table 2.3 Plotting Position — Middle Fork Beargrass Creek,
Cannons Lane, Louisville, Kentucky.

Plotting
Year Discharge Rank Position
1945 1810 9 0.281
1946 791 28 0.875 !
1947 839 27 0.844
1948 1750 10 0.313
1949 898 24 0.750
1950 2120 7 0.219
1951 1220 18 0.563
1952 1290 15 0.469
1953 768 29 0.906
1954 1570 11 0.344
1955 1240 17 0.531
1956 1060 21 0.656
1957 1490 12 0.375
1958 884 25 0.781
1959 1320 14 0.438
1960 3300 3 0.094
1961 2400 4 0.125
1962 976 22 0.688
1963 918 23 0.719
1964 3920 2 0.063
1965 1150 20 0.625
1966 874 26 0.813
1967 712 30 0.938
1968 1450 13 0.406
1969 707 31 0.969
1970 5200 1 0.031
1971 2150 6 0.188
1972 1170 19 0.594
1973 2080 8 0.250
1974 1250 16 0.500
1975 2270 5 0.156

Equations for describing the probability of occurrence of random
events are known as probability density functions (pdf) and cumula-
tive distribution functions (cdf). A pdf can be used to evaluate the
probability of a random event in a specified interval. A cdf can be
used to evaluate the probability of an event being equal to or less

than a given value. We will use the notation px(x) and Px(x) to
. e T e 1 1 .0 4lin vandam varinhle X sualuiated at X =X,
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These tfi_Fcigare related by
Px(x) = X px(t)dt (2.9)
f
where X % the random variable and t is a variable of integration.
There are a limitless number of functions that can be used for pdf’s.

The only requirements for a function to be a pdf are:

1. ‘px(x) >0 for all x

2. ii: px(x) dx =1

Pdf'ﬂ may take on any number of shapes. The most familiar
is the belfshaped curve of the normal probability density function

shown in igure 2.9. The normal pdf is given by
By i) = (V27 0, )1 & tolx - u) %0 5 | (2.10)
3
it )
1 Py (x)
= |

Ay X
Figure 2.9. Normal distribution,

The norm; distribution is symmetrical about the mean Ky and ranges

from -oo t o. The normal distribution is generally not used in flood
frequency|ldeterminations because it permits negative values and be-
cause flogll frequency distributions are generally not symmetrical.
For exa ‘\xle, the Beargrass Creek data in Figure 2.6 exhibits a pro-
nounced tgéiling off to the right which is typical of flood peak data.
Even tho@*h the normal distribution is generally not used in flood
frequency}ganalyses, we will continue to consider it since an under-
standing of it is essential for statistical work.

The ciﬂf of the normal distribution is

Px(f= /X (/I o)t e(tux)?lo? gy RERR)
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which gives the probability that X < x.
Px(x) = prob(X < x) (2.12)
The probability that X is betweenaand b can be evaluated from:
prob(a < X < b) = prob(X < b) - prob(X < a) '(2.13)
= Px(b) - Px(a)
= fg px (t) dt

The normal distribution is a two-parameter distribution mth the
parameters being py, the mean X and oy, the standard devumf)n of
X. For any application of the normal distribution we must estimate
uy and oy by X and Sx.

Using equations 2.4 and 2.5 the mean and standard deviation
of the Beargrass Creek data are found to be 1599 cfs and 1006 cfs
respectively. Now IF the normal distribution was an adequate re-
presentation of the Beargrass Creek data, it could be used to make
probabilistic statements concerning the data. For example, the pro-
bability of a peak less than or equal to 2500 cfs could be evaluated
as

prob(Q < 2500) = Pg (2500)

- 3500 (/27 1006)"! e %2(1-1599)2/10062 43, (2 14)

Unfortunately this latter expression cannot be analytically evaluated
and numerical procedures must be used. To overcome the prol?ler!l
of requiring a separate numerical integration for the normal distri-
bution for every possible combination of the parameters py and oy,
a transformation of variables is made using

Z=(X-px)ox (2.15)
Z is called a standardized random variable. The expression

w -7.2]2
na(z) = 2uy” eZ?!
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is known as the standard normal distribution. Equation 2. 14 can nov
be evaluated as

prob(Q < x) = prob(Z < (x - ux)ax) (217

or

prob(Q < 2500) = prob(Z < (2500 - 1599)/ 1006)

= prob(Z - 0.896) = f:% oyl 0z

The latter expression can be evaluated using tables of the standan
normal distribution. Care must be exercised in using these table

to see exactly what information the tables contain.

Table 2.1A of Appendix 2A contains prob (0 < Z <z). Using ths
table prob (0 < Z < 0.896) is found to be 0.314. Since prob (Z «
0.896) = prob (<> < Z < 0.00) + prob (0 < Z < 0.896) and prob (-
< Z <0.00) is 0.500, the desired probability is 0.814.

The interpretation of this calculation is that if the flood peak:
on Beargrass Creek can be described by a normal distribution witl
a mean of 1599 cfs and a standard deviation of 1006 cfs. then 81 .«
percent of the annual peaks should be less than or equal to 2500 ci»
The data tabulation actually shows that 28 of the 31 values of 90.:
percent are less than or equal to 2500 cfs.

Looking back at equation 2.13. it is apparent that prob(a < X
< b) is the area under the pdf, px(x). between X = aand X = b
Thus, the probability of a random observation falling in the intervy
a to b is the area under the pdf between a and b. In a sensc the re
lative frequency histogram of Figure 2.6 gives similar information
Based on the data in hand. we would estimate for cxample, that th.
probability that a random annual peak would fall in the inteny
1500 cfs to 2250 cfs is 0.190. There is apparently a relationshyy
between relative frequency and probability. Denote by fy(x,) th
relative frequency of obscrvations in an interval of width 7.x centered
on x;. The probability of an obscrvation falling in this interval 1

x, +ax/2

ﬁ("i'ﬂ"/f—'ﬁx:X.+Lx/2)=f pxixrdx  (2.1%

L P
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which is the area under py(x) between x; - ox/2 and x; + Ax/2. This
area can be approximated by &x py(x;) which is the width of the
interval times the height of px(x) evaluated at X; (Figure 2.10).

}

Dx(x)

s

Py (%i)

]
|
|
]
i
X

VL "
xi-Al/Z li+Al/!

Figure 2.10. Calculation of prob(X; - Ax/2 < X < Xj + Ax[2).

Therefore, the relationship between the relative frequency of ob-
servations in an interval &x and the pdf is

fx (x;) = 6% px(xi) (2.19)

Since probability is related to the area under the pdf, it is apparent
that prob(X = x) for a continuous random variable must be zero
since

prob(X = x) =2 px(t)dt=0 (2.20)

We can use equation 2.19 and Figure 2.6 to visually judge the
appropriateness of using the normal distribution to describe the
Beargrass Creek data. Table 2.4 shows, under the assumption of a
normal distribution, the observed and expected frequency of obser-
vations in several classes. The data are plotted in Figure 2.11. Entries
in the expected relative frequency column of Table 2.4 are based on
Equation 2.19 and the normal distribution. For example, for the
second class

fx (1125) = 750(/Z7 1006)! e2(1125 - 1599)2/1006% = 267

Table 2.4 Observed and Expected Frequency — Beargrass Creek Data
(normal distribution).

Class Observed Expected
interval rel. freq. -rel. freq.
. 0- 750 0.064 0.141
: 750-1500 0.581 0.267
1500-2250 0.194 0.286
2250-3000 0.064 0.177
3000-3750 0.032 0.063
3750-4500 0.032 0.012
4500-5250 0.032 0.001
0.999 0.947
o.6r
> os5f
Q —
> OBSERVED
Woal ~-- EXPECTED
Q
3
0.3
u | __t-"1
w |
Zo.2f !
= hak ]
< |
~J =™ t
W ol |
o -
o pme
[o] 15 30 45

FLOW (100'S cfs)

Figure 2.11. Comparison of observed and expected flow frequency (under assumptio
of observations in class intervals) — Beargrass Creek data.

A second visual comparison between the observed data and tht
assumed distribution (the normal distribution) can be made by usi:
the normal distribution as the equation for the line describing the da
in Figure 2.7. Equation 2.11 can be used to draw a line through t
points of Figure 2.7 assuming the points are from a normal distrib
tion. All that is required is to calculate the prob(Q = q) for the vario
values of Q, and then plot this probability versus q. The prob(Q >
is equal to 1 - prob(Q < q) since prob(Q = q) is zero and Q mu
either be <q or >q. To get prob(Q > q) we first evaluate prob(Q <«
Equations 2.14 and 2:17 show such a calculation for Q = 2500 ¢
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Table 2.5 shows the results of similar calculations for several values of
Q. The prob(Q > q) is plotted in Figure 2.12.

Table 2.5 Comparison of Observed and Expected Cumulative Probabilities

(normal distribution).
Observed Expected Expected
Q t20Q v<Q 120 '
700 100.0 18.7 81.3
1000 67.7 28.8 71.2
1500 35.5 46.0 54.0
2000 25.8 65.6 34.4
2500 9.6 81.6 18.4
3000 9.6 91.8 8.2
4000 3.2 99.2 0.8
5000 3.2 100.0 0.0
6000 0 100.0 0.0

70

40

PERCENT LESS THAN OR EQUAL TO

FLOW (cfs)

Figure 2.12. Comparison of flood frequency — Beargrass Creek data —
observed and normal distributions.

From either Figure 2.11 or 2.12 it is apparent that the normal
distribution is not a satisfactory approximation to the observed data
of Beargrass Creek. Another probability distribution must be found
to describe the data. This involves finding another matical
function to use as a pdf and cdf in place of equations 2.. . and 2.11
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used for the normal distribution. There are available a Jarge number of
such expressions. Again, these expressions are known as probability
distributions.

The three probability distributions that receive the most atten-
tion for describing flood frequencies are the lognormal (LN), extreme
value type I (EVI) and log Pearson type IIl (LP3). This treatment
will be restricted to these three distributions. Other distributions
are discussed in Haan (1977).

As noted earlier, the Beargrass Creek data, when plotted in the
form of a relative frequency histogram, tailed off to the right much
more than it did to the left. This tailing off to the right results in a
positive skewness. The normal distribution is symmetrical about the
mean, and as such, has a skewness of zero. The LN, EVI and LP3
distributions can all accommodate positively skewed data.

For the LN distribution, the skewness T and the coefTicient
of variation C, are related by

¥= 3G, +C,3 (2.21)

For the EVI distribution, T is a constant 1.139. There are no re-
strictions on T for the LP3 distribution.

Expressions can be written for the pdf's and cdf’s for the LN,
EVI and LP3 distributions. They can then be considered in a manner
analogous to the treatment given to the normal distribution. This is
not necessary, however, since simpler methods are available. Reference
can be made to Haan (1977) for a detailed treatment of these and
other distributions.

Chow (1951) has shown that many types of frequency analyses
can be reduced to

Xt = X(1 +CK7) (2.22)

where X1 is the magnitude of the event with retum period T.X is the
mean of_the original data, C, is the coefficient of variation of the
original and K7 is a frequency factor which is a function of the
probability distribution selected and properties of the original data.
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The frequency factors for the LN distribution as a function of
C, are contained in Table 2.6. Table 2.7 contains the frequency fac-
tors for the EVI distribution. All that is required forselecting Kt
for this distribution is knowledge of the sample size and the desired
return period.

: T
Table 2.6 Frequency Factors for Lognormal Distribution. (Chowv, 1964)

Return Period Corre-
sponding

1.01 2 5 20 100 Cy
-2.33 0 0.84 1.64 2.33 0
-2.25 -0.02 0.84 1.67 2.40 0.033
-2.18 -0.04 0.83 1.70 2.47 0.067
-2.11 -0.06 0.82 1.72 2.55 0.1po
-2.04 -0.07 0.81 1.75 2.62 0.186
-1.98 -0.09 0.80 1.77 2.70 0.186
-1.91 -0.10 0.79 1.79 2.77 0.1§7
-1.85 -0.11 0.78 1.81 2.84 0.230
-1.79 -0.13 0.77 1.82 2.90 0.262
-1.74 -0.14 0.76 1.84 2.97 0.282
-1.68 -0.15 0.75 1.85 3.03 0.324
-1.63 -0.16 0.73 1.86 3.09 0.351
-1.58 -0.17 0.72 1.87 3.15 0.381
-1.54 -0.18 0.71 1.88 3.21 0.409
-1.49 -0.19 0.69 1.88 3.26 0.436
-1.45 -0.20 0.68 1.89 3.31 0.462
-1.41 -0.21 0.67 1.89 3.36 0.490
-1.38 -0.22 0.65 1.89 3.40 0.517
-1.34 -0.22 0.64 1.89 3.44 0.544
-1.31 -0.23 0.63 1.89 3.48 0.970
-1.28 -0.24 0.61 1.89 3.52 0.596
-1.25 -0.24 0.60 1.89 3.55 0.620
-1.22 -0.25 0.59 1.89 3.59 0.643
-1.20 -0.25 0.58 1.88 3.62 0.667
-1.17 -0.26 0.57 1.88 3.65 0.6491
-1.15 -0.26 0.56 1.88 3.67 0.713
-1.12 -0.26 0.55 1.87 3.70 0.754
-1.10 -0.27 0.54 1.87 3.72 0.755
-1.08 -0.27 0.53 1.86 3.74 0.176
-1.06 -0.27 0.52 1.86 3.76 0.796
-1.04 -0.28 0.51 1.85 3.78 0.§18
-1.01 -0.28 0.49 1.84 3.81 0.857
-0.98 -0.29 0.47 1.83 3.84 0.895
-0.95 -0.29 0.46 1.81 3.87 0.930
-0.92 -0.29 0.44 1.80 3.89 0.966
-0.90 -0.29 0.42 1.78 3.91 1.000
-0.84 -0.30 9.39 1.78 3.93 1.081
-0.80 -0.30 0.37 1.71 3.95 1.155

-+
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Table 2.7 Frequency Factors for Extreme Value Type I Distribution,

Sampleo
size
n S 10 15 20 25 S0 75 100 1000
15 0.967 1.703 2.117 2.410 2.632 3.321 3.721 4.005 6.265
20 0.919 1.628 2.023 2.302 2.517 3.179 3.563 3.83 6.006
25 0.888 1.57s 1.963 2.235 2.444 3.088 3.463 3.729 5.842
30 0.866 1.541 1.922 2.188 2.393 3.02¢ 3.393 3.653 5.72°
35 0.851 1.516 1.891 2,182 2.354 2.979 3.34] 3.598
a0 0.838 1.495 1.8060 20120 2.326 2.942 1.301 3.554 5.576
- 58 0.820 1.466 1.831 2,086 2.283 1.88% 3.241 3.491 5.4°8
Y .
60 0.807 1.440 1.800 2,054 2.253 2.852 3.200 3.446
70 0,797 1.430 1.7388 2.038 2.3 2,824 3.169 3.413 5.359
80 0.788 1.417 1.775 2.0 2.212 2.802 3.145 3.387
90 0.782 1.4v9 1.762 2007 2.198 2,785 3.125 3.367
100 0.779 1.30) 1,782 F.uus 2187 2770 3.109 3.319 §5.261
® 0.719 1.505 1.635 1,800 2034 2.592 2911 3.137 4.936

The steps in using the LP3 distribution are:

1 Transform the n original observation, Xi, to their log
arithmic values, Y;, by the relation

Compute the mean logarithm, Y.
Compute the standard deviation of the logarithms, s

. y
Compute the coefficient of skewness Cg from

bl ol N

2 3. . TY.2 )3
C.= n? 2Y#P-3n Y Y S+2(2YY) (2.24)

s n(n-1) (n-2) 5,3

or _
nZ(Y;-Y)>

C=—" — 3
S -nD@-2s}
5. Compute
Yr= Y+ syKt (2.25)

where Kt is from Table 2.8. This relationship is identical
to equation 2.22 except it is based on logarithms.
6. Calculate

Vo o~ Lt ks (el V3
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, and eguation

T for various values of T for the log-
X1- These results are shown in Table

nomnal distribution are selected from Table 2.6

gives the corresponding values of

29.

As an example of applying these three distributions. again
consider the data of Table 2.2. The mean and standard deviation of

the original data were found to be 1599 and 1006 respectively.

The C, is 0.629. Values of K

EXAMPLE ANALYTICAL FREQUENCY ANALYSIS
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shown in Figure 2.13.

Frd" ¥igure 2.13 it is apparent that it is difficult to select which
of the three distributions best describe this data. Considering the
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EVI is 1.139 while it is 2.13 for this data. For the IN T and C,
are related through equation 2.21. The estimated value of T is 2.14
which agrees quite well with the requirement of the LN. One dis-
couraging factor concerning the LN is that T of the logarithms should

be zero for the LN distribution while for this data it is 0.87. Appar- ..

ently the LN is not a precise approximation for the data.
'
The skewness cannot be used to make decisions concerning
the LP3 since the LP3 is a 3-parameter distribution which uses T
to estimate these parameters. Looking at Figure 2.13, it does appear
that the LP3 is a better approximation to the data at the upper end
of the frequency curve.

PROBABILITY (%)
98 95 90 80 65 50 35 20 10 5 2 |
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Figure 2.13. Comparison of several probability distributions .
for the Beargrass Creek data.

As discussed later, one problem with this data is the possible
nonstationarity of peak flows due to changing watershed conditions.
The difficulties experienced with this set of data demqnstrated why
many have been led to the recommendation that single short records
are not reliable. and regional frequency analysis procedures as dis-

g |
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In summary, the Case I situation is where a relatively long record
of peak lows is available on the stream of interest at the point of in-
terest. The method of analysis is to select a probability density func-
cribe the data, extract certain statistics from the data, and
use equatjon 2.22 along with appropriate frequency factors to esti-
mate flows within the desired return period.

Som¢ of the assumptions made in the Case I situation are:

1. The data are sufficient in quantity and quality to produce
ireliable estimates for the parameters of the probability dis-
~tribution selected.

2. The flow characteristics of the stream have not been changmg
‘sover time (stationary data series).

3. V‘The peak flow observations are statistically independent
from year to year.

4. The data are representative of the flow behavior expected
‘during the life of the project being considered.

hlption 4 merely extends the stationarity assumption to
ws. In watersheds with changing land use, assumptions 2
especially troublesome in that the changing land use alters
v characteristics. Many times this nonhomogeneity in
v data is very subtle and only becomes apparent over a long.
perlod 0 \ time or when sudden and large scale changes occur. For

Flgure 2.14 is a plot of the 31-year record for the Bear-

data. The bulk of the peak flows are in the range 750 to
'It appears as though the frequency of occurrence of peaks
qtof 2000 cfs is increasing with time. The random nature of
the data jmakes it difficult to make firm statements in this regard.

‘fsmg the discussion on the Case I flood frequency analysis,
a word of caution is offered concerning the extrapolation of fre-
quency dﬁta to estimate the magnitude of an event with a return
period mich greater than the period of record. In looking at Figure
2.13, it appears that the extrapolation of the frequency lines from the
31-year récord to estimate the 100-year or even 500-year event is
not much of an extrapolation. In the sense of the physical distance

on the probablhty paper, the extrapolation is not very great; how-
aver in the cance nf extrannlating the data ta 2 Ar naccihlv 15 timec
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its original length, it is a very significant extrapolation. The nature
of random data makes an extrapolation of this kind very dangerous
and produces estimates of low reliability or which possess considerable
uncertainty. Haan (1977) gives a procedure for evaluating the un-
certainty that is present.
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Figure 2.14. Changing flow condition resulting in nonhomogeneous time series.

To illustrate this point, a simulation was made assuming a log-
normal distribution with a mean of 1599 cfs and a standard deviation
of 1006 cfs. The procedure was to randomly select 15 observations
from this lognormal distribution and then use these 15 observations
to estimate the magnitude of the 100-year event. The 100-year event
was estimated based on the lognormal distribution using the mean and
standard deviation of the 15 generated values. This entire process
was repeated 100 times producing 100 estimates for the 100-year
flood. The probabilistic behavior of these 100 estimates was then

analyzed.

The following tabulation shows the frequency noot:urrenot.'.

P tlas meticnntas far tha VON vane flAand The true value 1 S190 cfs.

HYDROLOGIC PRINCIPLES 4)

The mean estimated value was 4945 cfs. If we take the 100-year flood
as 5000 cfs, the following tabulation can be used 1o get some ideu
of the possible errors involved in using a short record to estimate
a rare flood.

Flow (cfs) No. of Estimates
2500-3000 7
3000-3500 8
3500-4000 13
40004500 10
4500-5000 21
5000-5500 15
5500-6000 7
6000-6500 5
6500-7000 6
7000-7500 3
7500-8000 2
8000-8500 2
14000~ = 1
Total 100

Note that only 36 values or about 1/3 of the estimates are within
10 percent (500 cfs) of the actual 100-year flood. Nearly 1/2 (47
values) of the estimates are in error by more than 20 percent. 15
percent of the values are in error by more than 40 percent and | csti-
mate was actually high by a factor of nearly 3. These numbers illus-
trate what can happen when a short record (15 years in this casc)
is used to estimate a rare flood (100-year flood in this case). This is
the reason that extrapolation is dangerous. In any real situation the
variability would be even greater than shown here, because the true
underlying probability distribution would not be known. We assumed
a lognormal distribution in this example and based our calculations
on this assumption as though it were the population distribution.

CASE II - FLOOD FREQUENCY DETERMINATIONS

In some instances flow data are available on the stream of in-
terest t a location some distance either upstream or downstream
from ti. int of interest. In this situation there are several proce-
dures that can he used to estimate the fland freaien o relslinnchin
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at the point of interest. One method is to perform a flood frequency
analysis on the available record as described in Case I, and then ad-
just the record to the point of interest.

The adjustment of the flow record from one location on a

stream to another can be done in a number of ways. If the flow re-
cord includes the entire flood hydrograph, this hydrography could
be routed to the point of interest making the proper adjustments
for local inflows and outflows along the routing reach. This met:hod
is a very good one, but requires more data than is generally avail-
able and is quite time consuming.

A second method of flow adjustment is to correlate flood p@aks
with drainage basin characteristics, and then use this correlation to
adjust the flow rate. The most common characteristic used in a situ-
ation hge this is the basin area. Quite frequently the peak dlscharge
for a gli'en frequency is related to the basin area by an equatloﬂ of
the forn;n

Q:}': a Ab | (2.27)

‘ | | 1
where (}1— is the T-year flood magnitude, A is the basin area, F‘ a
.and b ape constants. The coefficient b generally ranges from (ﬁ to
1.0. 3 ‘ ’ “

can be pstimated from that data. For example, consider the dat
Table .,.]0 Here mformatlbn on -the 2-year, 5-year and ] bar
floods ls available at two locations. The exponents a and b of Xua-
tion 2. 27 can be estimated for each return period by subst:tqt bn
Consnder the 10-year data:

lf.gata on a stream are available at 2 locations, the coeffi lepts

‘\\‘
l“
I

Ql'o=aAb

(i) 3300=a(2.3)® for the larger basin
(ii) 1100 = a(0.7)® for the smaller basin

The ratio of equations i and ii

220N/ 1nN = (2 2in b

-’
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can be solved for b using logarithms resulting in b = 0.923. Substi-
tuting this estimate for b into equation i results in

3300 =a (2.3)0-923

which gives an estimate for a of 1527, Similar calculations for the
2- and S-year floods result in the estimates shown in Table 2.10.
From this an average value of b is 0.92. The coefficient a is seen to
be a function of return period T.

Table 2.10 Hypothetical Flood Frequency Data.

Area (mi?)
T 0.7 2.3
years Qr (cfs) a b
2 750 2250 1041 0.923
S 950 2800 1318 0.909
10 1100 3300 1527 0.923

To estimate the 10-year flood at a point on the stream where
the drainage area is 1.5 square miles, equation 2.27 and the estimated
10-year coefficients are used.

Qo =1527(1.5)%92 = 2217 cfs

If data at only one other location on the stream is available,
one can still estimate the flow at a second location if an assumption
as to the coefficient b is made. For small differences in area, a rea-
sonable assumption for b is 1.0. For example, considering the 10-year
data for the 0.7 mi2 basin only and taking b as 1.0 results in an esti-
mate for a of

a=1100/0.7= 1571
The 10-year flood can then be estimated on the 1.5 mi? basin as

Q= 1571(1.5)! = 2357 cfs

Whoan #+haca ameaeanalone oo o 1 '
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exercised. First and most importantly, the basic flood producing
characteristics of all the basins must be the same. There cannot be
a mix of drastically differing land uses unless some type of land
use variable is included in the prediction equation for a and b. Re-
turning to the above example, it has been assumed that all three water-
sheds are similar. On surface mined watersheds this is a severe limita-
tion and generally means that there cannot be a very large diffarence
in ‘the areas of watersheds considered or the method of mining em-
ployed.

If the watershed characteristics are changing along the stream,
then calculations such as shown here can be used as an aid in esti-
mating a flow of a given return period, but will not give the final
estimate, If the available data represent a mixture of mined and un-
disturbed conditions and our point of interest is below only the mined
part of the basin, the flow estimated by a straight forward applica-
tion of the techniques presented here will most likely have to be
adjusted to reflect the fact that it is below a mined area, while the
coefficients a and b were estimated based on a partly undisturbed
basin.

CASE Il - FLOOD FREQUENCY DETERMINATION

It is not uncommon to find that a streamflow record at the
point of interest may be too short to use in a flood frequency analy-
sis. This may be the result of a gaging program that was only recently
changed so that much of the earlier portion of the streamflow record
is no longer representative of the basin.

A short streamflow record can be a great aid in checking cal-
culations and procedures used in flood frequency estimation. If a
major drainage project is to be planned, the local governing body
would be wise to install a stream gage early in the feasibility part
of the project planning process. In this way, by the time the final
design is made, some streamflow data would be available. For rela-
tively large drainage projects, this short-term gaging amoroach is

relatively inexpensive and can easily pay for itself thrM the re-
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A short streamflow record is one of less than'10 years in length.
A record such as this will contain a great deal of information, but will
be insufficient for a Case I frequency analysis. Presumably, a record
of the rainfall that produced the recorded runoff will be available or
can be estimated from nearby raingages. These records on rainfall
and runoff can now be used to estimate the empirical coefficients
in an approximate model. The model might be a continuous simu-
lation model, an event or hydrograph model, or a model for esti-
mating peak flow only. The type of model selected will depend on
the quantity and quality of available data and the purpose of the
analysis.

Regardiess of the type of model selected, the model will have
empirical coefficients associated with it that must be estimated. In
general, the number of empirical coefficients required is proportional
to the complexity of the model with the continuous simulation
models having the most coefficients. The importance of actual data
on the stream of interest in estimating the empirical coefficients
of these models cannot be overemphasized.

Once the model coefficients have been estimated, a long-term
rainfall record can be processed through the model to produce a long-
term streamflow record. This simulated, long-term streamflew record
can then be subjected to a frequency analysis as discussed under Case
I if necessary. ' :

In the event that a long-term rainfall record is not available
for the site under study, one can use records from the nearest rain-
gage. Fortunately, in many parts of the country, rainfall records
can be transferred a few miles without introducing significant af-
fects on the estimated peak runoff rates from major events. The long-
term records from nearby raingages may not be usable for runoff
parameter estimation since the recorded rainfall may have been
considerably different from what actually fell on the watershed.
The record can be used for simulation, however, because the long-
term statistical properties may be the same as those of rains that
actually fell on the watershed.

In Uabsence of any applicable long-term rainfall records, it




46 ' CHAPTER TWO

duce a synthetic rainfall record to use in simulations withéthe run-
off model.

Another approach to using the information contained 1‘1 a short
record is to use the short record to estimate a low retu period
index flood. This might be the 2-year flood for example. nowing
the magnitude of this index flood, a regionalized relationship be-
tween the ratio of the index flood and floods of a greatgr return
period can be used to estimate the magnitude of less frequent events.
The determination of the regionalized relationship is covergd under
the Case IV situation discussed below. :

CASE IV - FLOOD FREQUENCY DETERMINATION

Often one finds that streamflow records are availabfe 4t several
nearby locations while none or a very short record is avdilable at
the point of interest. Several methods for using the inforrriation on
the nearby stations to augment whatever is known at the sjte of in-
terest are available. These methods generally fall under the heading
of 'Regional Flood Frequency Analysis'.

One widely used method of regional flood frequency] analysis
is discussed by Dalrymple (1960). The method consists oﬁ cqmputing
a base flood frequency relationship in terms of the return pgriod and
the ratio of the peak flow for a given return period to an index flood
(usually the mean annual flood) for several streams iniith region.
The median value of this ratio is then plotted versus the re‘tu period.
Figure 2.15 is such a plot for 18 stations in Alberta and Sagkajchewan,
Canada, as reported by Durant and Blackwell (1959). ‘

The first step in this regional approach is to select sev\ler stream-
flow records from nearby locations that are 'hydrologicall similar’'
to the basin of interest. At each of these locations, a d’as I flood
frequency analysis is made. An index flood is then defined. This
might be the 2-year flood. The ratio of the magnitude of tﬁ:e T-year
flood to the index flood is computed for several values of T at each
location. The ratio is then plotted versus T and a smooth cumve drawn
through the points (Figure 2.15). l

The next step is to relate the index flood to watershea charac-
terictics. The area of the watershed is generallv used along with other

g
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Figure 2.15a. Regional flood frequency analysis.

geomorphic, physical and meteorological factors. This step is generally
done through a regression analysis to produce an equation of the form

Qr=2aX;? X,¢ ... X, 4 (2.28a)
or

Q] =a+ le +CX2 +...+an (2.28b)

where _QI is the magnitude of the index flood;a, b, ..., q are estimated
coefficients; and Xy, X2, ..., X, are the watershed and climatic fac-

'Ecl)rgs'hRegressions of this type are discussed in more detail by Haan
).

. The third step is to use equation 2.28 to estimate the index
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flood for the location of interest. Alternatively, if a short record is
available at the location of interest, the index flood can be estimated
from that record. The final step is to use the regional flood frequency
curve and the estimated Qj to calculate Ql' for the desired values of
T.

A variation of the above technique for regional flood frequgncy
analysis is to estimate QT for several values of T at each gaged location
as explained above, and then relate Qp to watershed factors and cl-
matic data by regression to produce an equation like 2.28 with Q;
replaced by Q. A separate equation is needed for each value of T.
These equations can then be used to estimate the desired value of
QT at the study location. One disadvantage of this approach is the
possibility of not retaining the proper relation between the Qrs
for different values of T. That is, one could conceivably estimate
025 as being less than QIO' Haan (1977) discussed the use of multi-
variate multiple regression to overcome this difficulty.

CASE V - FLOOD FREQUENCY DETERMINATION

When there are no streamflow records available on the stream of
interest or on nearby streams, oné is forced to use some type of em-
pirical procedure for estimating the magnitude of runoff events of
the desired frequency. We are now out of the realm of frequency ana-
lysis in the sense of determining the frequency of occurrence of
events based on a probabilistic analysis of data.

For this situation a hydrologic model of some type must be
employed. The model may range in complexity from the Rational
Equation to a complete, continuous simulation model. The type
of model selected will depend on the data available for model fit-
ting. the familiarity of the person selecting the model with various
modecls, the purposc of the modeling effort, the time and money
available for completing the modeling effort, and the importance
of flow estimates.

If a continuous simulation model is selected and several years
of streamflow are generated, this generated data can be ected to
a ﬂood frequency analysns lf an event-based model ( a unit

v Al . aim a8 mnecmen mminafall avante
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each year can be analyzed, with these data subsequently subjected to
a flood frequency analysis.

If an approach like the Rational Equation is used, one is as-
suming that the frequency of _the estimated flow peak is the same as
the frequency of the rainfall used in the equation. This is not a bad
assumption over the long run. For individual events. the return period
of the rainfall and the resulting runoff are not necessarily the same
because of the effect of such factors as antecedent soil water content.

However, over the long run, the expected or average retum period of
the runoff will nearly equal the return period of the rainfall. -

Since the Case V situation is really a modeling effort or requires
the use of hydrologic techniques not generally thought of as being
frequency analysis, its treatment will be deferred to later sections
of this text.

DISCUSSION OF FLOOD FREQUENCY DETERMINATIONS

The backbone of any frequency analysis is the procedurc de-
scribed under Case | where a particular probability distribution is
selected for describing a set of data. The parameters of this distri-
bution are then estimated and the magnitude of events for various
return period computed. Methods for plotting the observed data on
probability paper and for drawing in the best fitting line according
to the sclected distribution have also been discussed.

In the frequency analysis of streamflow data, care must be taken
to see that the data are representative of the flow situation that is
expected to exist during the life of the project being considered.
This is a real problem for watersheds having large and hydrologically
significant land use changes.

There is no set guideline on how much data is required in order
for a valid frequency analysis to be made. At least 15 years of data
and limited extrapolation of the data are desirable. Extrapolation is
estimating the magnitude of floods having return periods considerably
longer than the available period of record. Many times one is forced
to do ¢ One must be aware of the unccrtainty that exists in the
resulting ..Ow estimates.
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