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DISCLAIMER

Notice: The Soil Screening Guidance is based on policies set out in the Preamble to the Final Rule of the National
Oil and Hazardous Substances Pollution Contingency Plan (NCP), which was published on March 8, 1990 (55
Federal Register 8666).

This guidance document sets forth recommended approaches based on EPA’s best thinking to date with respect to
soil screening. Alternative approaches for screening may be found to be more appropriate at specific sites (e.g.,
where site circumstances do not match the underlying assumptions, conditions, and models of the guidance). The
decision whether to use an alternative approach and a description of any such approach should be placed in the
Administrative Record for the site.

The policies set out in both the Soil Screening Guidance: User’s Guide and the supporting Soil Screening
Guidance: Technical Background Document are intended solely as guidance to the U.S. Environmental Protection
Agency (EPA) personnel; they are not final EPA actions and do not constitute rulemaking. These policies are not
intended, nor can they be relied upon, to create any rights enforceable by any party in litigation with the United
States government. EPA officials may decide to follow the guidance provided in this document, or to act at variance
with the guidance, based on an analysis of specific site circumstances. EPA also reserves the right to change the
guidance at any time without public notice.

il



TABLE OF CONTENTS

Section Page
Disclaimer . . . ... il
Listof Tables . . .. ... vi
List of Figures . . . . ..o viii
List of Highlights . . . . .. .. . e e viii
Preface . . . . ix
Acknowledgments . . .. ... X

—
W N =

1.4

2.1

2.2
2.3
2.4

2.5

2.6

2.7
2.8

Part 1: Introduction

Background . . ... 1
Purpose of SSLs . . . . o 2
Scope of Soil Screening Guidance . . .. .. ... ... 3
1.3.1  Exposure Pathways . ... ... ... ... . .. . 4
1.3.2  EXposure ASSUMPLIONS . . . . oottt ettt e e e e e e e e 5
1.3.3  Risk Level . ... 5
1.3.4  SSL Model ASSumptions . . .. .. ... ...ttt 6
Organization of the Document . . ... ... ... .. . . . . e 6

Part 2: Development of Pathway-Specific Soil Screening Levels

Human Health Basis . . . .. ... 9
2. 1.1  Additive Risk . . ... 9
2.1.2  Apportionment and Fractionation . ............ .. .. .. .. ... 14
2.1.3  AcCUte EXPOSUIES . . . . ottt e 14
2.1.4 Route-to-Route Extrapolation .. .......... ... ... . . . . . 16
Direct Ingestion . . . . .. .. 18
Dermal Absorption . . ... ... 20
Inhalation of Volatiles and Fugitive Dusts . .. ...... ... ... ... . ... ... .. . . . ... ... .. 21
2.4.1  Screening Level Equations for Direct Inhalation .. ........................... 21
2.4.2  Volatilization Factor . .. ... ... . ... 23
2.4.3  Dispersion Model . ... ... 26
2.4.4  Soil Saturation Limit . ... ... ... 28
2.4.5 Particulate Emission Factor . .......... ... ... . .. .. .. . ... 31
Migration to Ground Water . ... ... ... .. ... 32
2.5.1 Development of Soil/Water Partition Equation . ............................. 34
2.5.2  Organic Compounds—Partition Theory . ........... ... .. ... .. .. ... ....... 37
2.5.3  Inorganics (Metals)—Partition Theory .. ....... ... .. ... ... .. .. ... .. ....... 40
2.5.4  Assumptions for Soil/Water Partition Theory ........... ... ... ... ... .... 40
2.5.5 Dilution/Attenuation Factor Development .. ... ............................ 41
2.5.6  Default Dilution-Attenuation Factor .. .......... .. ... ... ... ... ... ... ..... 46
2.5.7  Sensitivity Analysis . . ... 54
Mass-Limit Model Development . ... .. ... ... . 56
2.6.2  Migration to Ground Water Mass-Limit Model .. ........................... 58
2.6.3  Inhalation Mass-Limit Model .. ....... ... .. .. . .. . .. 60
Plant Uptake . . .. ... 61
Intrusion of Volatiles into Basements: Johnson and Ettinger Model .. .................... 62

il



TABLE OF CONTENTS (continued)

Section Page

3.1

3.2

4.1

4.2

4.3

Part 3: Models for Detailed Assessment

Inhalation of Volatiles: Detailed Models . . ... ... .. ... . . . . . . . e 64
3.1.1 Finite Source Volatilization Models . .. ... ... ... .. . . . .. . . . . . . . 64
3.1.2 AirDispersion Models . .. ... ... ... 66
Migration to Ground Water Pathway . ... ... ... .. .. .. . . . .. .. 67
3.2.1 Saturated Zone Models . . . ... ... .. 68
3.2.2 Unsaturated Zone Models . . . . ... . 68

Part 4. Measuring Contaminant Concentrations in Soil

Sampling Surface SOils . . . . .. ... 82
4.1.1 Statethe Problem . . ... ... ... .. 82
4.1.2  Identify the DeciSion . . .. ... ...ttt 82
4.1.3  Identify Inputs to the Decision . . ... .. ... ... ... 84
4.1.4 Define the Study Boundaries . ... ....... ... .. .. .. .. ... 84
4.1.5 DevelopaDecisionRule . ....... ... .. . . .. .. ... 85
4.1.6  Specify Limits on Decision Errors for the Max Test . .......................... 86
4.1.7 Optimize the Design for the Max Test ... ....... ... ... .. . . ..., 87
4.1.8  Using the DQA Process: Analyzing Max TestData . .......................... 96
4.1.9  Specify Limits on Decision Errors for Chen Test ... ........ ... ... .. ......... 99
4.1.10 Optimize the Design Using the Chen Test . ... ........ ... ... .. .. .. ........ 100
4.1.11 Using the DQA Process: Analyzing Chen Test Data .. .. ...................... 107
4.1.12 Special Considerations for Multiple Contaminants .. ......................... 107
4.1.13 Quality Assurance/Quality Control Requirements .. .......................... 107
4.1.14 Final Analysis . ... ... 109
4.1.15 RepOrting. . ..ot 109
Sampling Subsurface Soils . . . ... ... 110
4.2.1 Statethe Problem ... .. ... .. ... 110
4.2.2  Identify the DeciSiOon . . .. .. ... it e 110
4.2.3  Identify Inputs to the Decision . .. ....... .. ... ... 110
4.2.4 Define the Study Boundaries . ......... ... .. .. .. . . ... 114
4.2.5 DevelopaDecisionRule . ........ ... .. . . .. .. ... 114
4.2.6  Specify Limits on Decision Errors . ... ... ... ... .. .. .. ... 114
4.2.7 Optimize the Design . . . .. .. ... e 115
4.2.8 AnalyzingtheData ... ... ... ... ... ... 116
4.2.9  RePOItING . . oo 116
Basis for the Surface Soil Sampling Strategies: Technical Analyses Performed . .............. 117
4.3.1 1994 Draft Guidance Sampling Strategy . .. ... .. ... ... .. .. 117
4.3.2  Test of Proportion Exceeding a Threshold ... ..... ... .. ... .. ... ... ....... 119
4.3.3  Relative Performance of Land, Max, and Chen Tests . ... ........... ... .. ...... 121
4.3.4  Treatment of Observations Below the Limit of Quantitation . .................... 127
4.3.5  Multiple Hypothesis Testing Considerations . ............... ...t . 127
4.3.6  Investigation of Compositing Within EA Sectors .. .......................... 129

v



TABLE OF CONTENTS (continued)

Section Page

Part 5: Chemical-Specific Parameters

5.1 Solubility, Henry's Law Constant, and Koy . . . . . o o oo oo 133
5.2 Air (Di,a) and Water (Di,w) DIffusivities . . . . . . o o 133
5.3 Soil Organic Carbon/Water Partition Coefficients (Koe) . . . o oo oo oo oo oo oo 139
5.3.1 K, for Nonionizing Organic Compounds .. ............... ... ... iiurn... 139
5.3.2 K for Ionizing Organic Compounds . . . ... ... ... ..., 145
5.4 Soil-Water Distribution Coefficients (Ky) for Inorganic Constituents . ... .................. 149
5.4.1 Modeling Scope and Approach . . ... ... ... ... 152
5.42  InputParameters . . .. .. .. ... 153
5.4.3  Assumptions and Limitations . . .. ... ... ... ... 155
5.4.4  Results and DisCuSSION . . . ... ..o 156
5.4.5  Analysis of Peer-Review Comments . ... ............ .. ... .. .. 160
Part 6: References
References . . . . ..o 161
Appendices
A Generic SSLS . .. o A-1
B Route-to-Route Extrapolation of Inhalation Benchmarks . .. ............................ B-1
C Limited Validation of the Jury Infinite Source and Jury
Finite Source Models (EQ, 1995) . . . .. .. .. . C-1
D Revisions to VF and PEF Equations (EQ, 1994b) . .. ... .. ... .. ... .. ... .. . . . .. ... ... D-1
E Determination of Ground Water Dilution Attenuation Factors . ... ....... ... ... ......... E-1
F Dilution Factor Modeling Results . . .. ... ... .. . . . . . . F-1
G Background Discussion for Soil-Plant-Human Exposure Pathway ... ...................... G-1
H Evaluation of the Effect on the Draft SSLs of the Johnson and
Ettinger Model (EQ, 1994a) . . . . . .. .. .. H-1
I SSL Simulation Results . . .. ... ... . I-1
J Piazza Road Simulation Results . . . ... ... ... . . . J-1
K Soil Organic Carbon (K,.) / Water (K,y) Partition Coefficients . ......................... K-1
L Ko Values for Ionizing Organics as a Functionof pH . . .. ... ... ... ... ... .. ... ...... L-1
M Response to Peer-Review Comments on MINTEQA2 Model Results . .. .................. M-1



LIST OF TABLES

Table 1.
Table 2.
Table 3.
Table 3-A.

Table 4.

Table 5.

Table 6.

Table 7.

Table 8.

Table 9.

Table 10.
Table 11.
Table 12.
Table 13.
Table 14.
Table 15.
Table 16.
Table 17.
Table 18.
Table 19.
Table 20.
Table 21.
Table 22.
Table 23.
Table 24.
Table 25.

Table 26.

Table 27.

Table 28.

Table 29.

Table 30.

Table 31.
Table 32.

Regulatory and Human Health Benchmarks Used for SSL Development . . .. ..............
SSL Chemicals with Noncarcinogenic Effects on Specific Target Organ/System . ..........
Q/C Values by Source Area, City, and Climatic Zone . ...........................
Risk Levels Calculated at Csat for Contaminants that have SSLinh Values

Greater than Cgap . . . . o o oot

Physical State of Organic SSL Chemicals ... ........ ... ... .. .. . .. ...,
Variation of DAF with Size of Source Area for SSL EPACMTP Modeling Effort . .........
Recharge Estimates for DNAPL Site Hydrogeologic Regions . . ... ....................
SSL Dilution Factor Model Results: DNAPL and HGDB Sites .. ....................
Sensitivity Analysis for SSL Partition Equation . .......... ... ... ... ... ... .. ....
Sensitivity Analysis for SSL Dilution Factor Model . ........... ... .. ... ... ... ...
Input Parameters Required for RITZ Model . . .. ...... ... .. .. .. ... .. ...
Input Parameters Required for VIP Model . . .. ... ... ... ... .. ... ... . . ... . ... ..
Input Parameters Required for CMLS . . . .. ... .. .
Input Parameters Required for HYDRUS . . .. ... .. ... . . . .
Input Parameters Required for SUMMERS . .. ... ... . . .. .. .. .
Input Parameters Required for MULTIMED . .. .. ... ... ... .. .. . .. . .. .. .. .. ...
Input Parameters Required for VLEACH . . ... ... ... . . . .
Input Parameters Required for SESOIL (Monthly Option) . .. ........................
Input Parameters Required for PRZM . . . .. ... .. .. .
Input Parameters Required for VADOFT . . ... ... . . . .. .. . . .
Characteristics of Unsaturated Zone Models Evaluated . . ... .............. ... .......
Sampling Soil Screening DQOs for Surface Soils . . ... ... .. ... .. L
Sampling Soil Screening DQOs for Surface Soils under the Max Test .. .................
Probability of Decision Error tat 0.5 SSL and 2 SSL Using Max Test . . ... ..............
Sampling Soil Screening DQOs for Surface Soils under Chen Test ... ..................
Minimum Sample Size for Chen Test at 10 Percent Level of Significance to

Achieve a 5 Percent Chance of “Walking Away” When EA Mean is 2.0 SSL,

Given Expected CV for Concentrations Acrossthe EA . ... ... .. .. ... ... ... .....
Minimum Sample Size for Chen Test at 20 Percent Level of Significance to

Achieve a 5 Percent Chance of “Walking Away” When EA Mean is 2.0 SSL,

Given Expected CV for Concentrations Acrossthe EA . ... ... ... ... ... .. ... ......
Minimum Sample Size for Chen Test at 40 Percent Level of Significance to

Achieve a 5 Percent Chance of “Walking Away” When EA Mean is 2.0 SSL,

Given Expected CV for Concentrations Acrossthe EA . ... ... .. ... ... ... ... .....
Minimum Sample Size for Chen Test at 10 Percent Level of Significance to

Achieve a 10 Percent Chance of “Walking Away” When EA Mean is 2.0 SSL,

Given the Expected CV for Concentrations Acrossthe EA . . ... ... ... .. .. .. ... ....
Minimum Sample Size for Chen Test at 20 Percent Level of Significance to

Achieve a 10 Percent Chance of “Walking Away” When EA Mean is 2.0 SSL,

Given Expected CV for Concentrations Acrossthe EA . ... ... .. .. ... ... ... .....
Minimum Sample Size for Chen Test at 40 Percent Level of Significance to

Achieve a 10 Percent Chance of “Walking Away” When EA Mean is 2.0 SSL,

Given Expected CV for Concentrations Acrossthe EA . ... ... ... ... .. .. ........
Soil Screening DQOs for Subsurface Soils . .. ... .. ... ...
Comparison of Error Rates for Max Test, Chen Test (at .20 and .10 Significance Levels),

and Original Land Test, Using 8 Composites of 6 Samples Each,

for Gamma Contamination Data . . ... ... ... .. .. ..

Vi



LIST OF TABLES (continued)

Table 33.

Table 34.
Table 35.
Table 36.
Table 37.

Table 38.
Table 39.

Table 40.
Table 41.

Table 42.

Table 43.
Table 44.
Table 45.
Table 46.

Error Rates of Max Test and Chen Test at .2 (C20) and .1 (C10)
Significance Level for CV =2, 2.5, 3, 3.5, C = # of Specimens per Composite,

N =#of Composite Samples . .. ... ... ... ... . . 124
Probability of "Walking Away" from an EA When Comparing Two Chemicals to SSLs . .. . . .. 127
Means and CVs for Dioxin Concentrations for 7 Piazza Road Exposure Areas ... ........... 129
Chemical-Specific Properties Used in SSL Calculations . ........................... 132
Air Diffusivity (D; ,) and Water Diffusivity (D; ,) Values for SSL Chemicals (25°C) ... ....... 135
Summary Statistics for Measured K, Values: Nonionizing Organics . . .................. 139
Comparison of Measured and Calculated Koo Values . . ............. ... . ............ 141
Degree of Ionization (Fraction of Neutral Species, F) as a FunctionofpH .. ............... 145
Soil Organic Carbon/Water Partition Coefficients and pKa Values for Ionizing

Organic Compounds . . . . . ..ottt 147
Predicted Soil Organic Carbon/Water Partition Coefficients (K,.,L/kg) as a

Function of pH: Ionizing Organics . . . . ... ...ttt e e e et e e 148
Summary of Collected K4 Values Reported in Literature . .. ......................... 149
Summary of Geochemical Parameters Used in SSL MINTEQ Modeling Effort . ............. 151
Background Pore-Water Chemistry Assumed for SSL MINTEQ Modeling Effort . . .. ... ... .. 152
Estimated Inorganic K4 Values for SSL Application . .. ........ ... .. ... ... .. ....... 154

vii



LIST OF FIGURES

Figure 1.  Conceptual Risk Management Spectrum for Contaminated Soil ... ............. 2
Figure 2.  Exposure Pathways Addressed by SSLs. . ... ... ... .. .. ... .. .. ... .. ..... 4
Figure 3.  Migration to ground water pathway—EPACMTP modeling effort. . ............. 46
Figure 4.  The Data Quality Objectives process. . . . . .. oo v ittt ittt e e a 80
Figure 5.  Design performance goal diagram. . .. .. ............................... 87
Figure 6.  Systematic (square grid points) sample with systematic compositing scheme
(6 composite samples consisting of 4 specimens). . .. ............ ... ... ... 90
Figure 7. Systematic (square grid points) sample with random compositing scheme
(6 composite samples consisting of 4 specimens). . . ............ . ... .. .. ... 91
Figure 8.  Stratified random sample with random compositing scheme
(6 composite samples consisting of 4 specimens). . .. ........... .. .. ... ... 92
Figure 9.  U.S. Department of Agriculture soil texture classification . .................... 112
Figure 10. Empirical pH-dependent adsorption relationship: arsenic (+3),
chromium (+6), selenium, thallium . . . ... ..... ... .. ... ... ... .. ........ 155
Figure 11. Metal Kgasafunctionof pH. . . .. ... . . . . . . . . . . . . e 156
LIST OF HIGHLIGHTS
Highlight 1:  Key Attributes of the Soil Screening Guidance . ........... ... ... ... ... . ....... 3
Highlight 2:  Simplifying Assumptions for the Migration to Ground Water Pathway . . ... ... .. 34
Highlight 3:  Procedure for Compositing of Specimens from a Grid Sample
Using a Systematic Scheme (Figure 6) .. .......... ... .. .. .. .. ........ 90
Highlight 4:  Procedure for Compositing of Specimens from a Grid Sample
Using a Random Scheme (Figure 7) .. ........ ... ... . .. . ... 91
Highlight 5:  Procedure for Compositing of Specimens from a Stratified Random Sample
Using a Random Scheme (Figure 8) ... ......... ... ... .. .. .. .. ...... 92
Highlight 6:  Directions for Data Quality Assessment for the Max Test . .. ................ 96
Highlight 7:  Directions for the Chen Test Using Simple Random Sample Scheme .. ......... 106

viii



PREFACE

This document provides the technical background for the development of methodologies described in the Soil
Screening Guidance: User's Guide (EPA/540/R-96/018), along with additional information useful for soil screening.
Together, these documents define the framework and methodology for developing Soil Screening Levels (SSLs) for
chemicals commonly found at Superfund sites. This document is an updated version of the background document
developed in support of the December 30, 1994, draft Soil Screening Guidance. The methodologies described in this
document and the guidance have been revised in response to public comment and extensive peer review. The
revisions, along with other technical analyses conducted to address the comments, are described herein.

This background document is presented in five parts. Part 1 describes the soil screening process and its application
and implementation at Superfund sites. Part 2 describes the methodology used to develop SSLs, including the
assumptions and theories used. Part 3 provides information on more detailed models that may be used to develop
site-specific SSLs. Part 4 addresses sampling schemes for measuring soil contaminant levels during the soil
screening process. Part 5 provides technical background on the determination of chemical-specific properties for
calculating SSLs.
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Part 1: INTRODUCTION

This document provides the technical background for the Soil Screening Guidance. The Soil Screening
Guidance is a tool that the U.S. Environmental Protection Agency (EPA) developed to help
standardize and accelerate the evaluation and cleanup of contaminated soils at sites on the National
Priorities List (NPL) with anticipated future residential land use scenarios.! This guidance provides a
methodology for environmental science/engineering professionals to calculate risk-based, site-
specific, soil screening levels (SSLs), for contaminants in soil that may be used to identify areas
needing further investigation at NPL sites.

SSLs are not national cleanup standards. SSLs alone do not trigger the need for response
actions or define "unacceptable" levels of contaminants in soil. "Screening," for the purposes of this
guidance, refers to the process of identifying and defining areas, contaminants, and conditions at a
particular site that do not require further Federal attention. Generally, at sites where contaminant
concentrations fall below SSLs, no further action or study is warranted under the Comprehensive
Environmental Response, Compensation, and Liability Act (CERCLA). (Some States have developed
screening numbers or methodologies that may be more stringent than SSLs; therefore further study
may be warranted under State programs.) Where contaminant concentrations equal or exceed the
SSLs, further study or investigation, but not necessarily cleanup, is warranted.

The Soil Screening Guidance provides a framework for screening contaminated soils that
encompasses both simple and more detailed approaches for calculating site-specific SSLs, and generic
SSLs for use where site-specific data are limited. The Soil Screening Guidance: User's Guide (U.S.
EPA, 1996) focuses on the application of the simple site-specific approach by providing a step-by-
step methodology to calculate site-specific SSLs and plan the sampling necessary to apply them.
This Technical Background Document describes the development and technical basis of the
methodology presented in the User’s Guide. It includes detailed modeling approaches for developing
screening levels that can take into account more complex site conditions than the simple site-
specific methodology emphasized in the User's Guide. It also provides generic SSLs for the most
common contaminants found at NPL sites.

1.1 Background

The Soil Screening Guidance is the result of technical analyses and coordination with numerous
stakeholders. The effort began in 1991 when the EPA Administrator charged the Office of Solid
Waste and Emergency Response (OSWER) with conducting a 30-day study to outline options for
accelerating the rate of cleanups at NPL sites. One of the specific proposals of the study was for
OSWER to "examine the means to develop standards or guidelines for contaminated soils." Over the
past 4 years, several drafts of the guidance and the accompanying technical background document
have had widespread reviews both within and outside EPA. In the Spring of 1995, final drafts were
released for public comment and external scientific peer review. Many reviewers' comments
contributed significantly to the development of this flexible tool that uses site-specific data in a
methodology that can be applied consistently across the nation.

1. Note that the Superfund program defines “soil” as having a particle size under 2 millimeters, while the RCRA program
allows for particles under 9 millimeters in size.



1.2 Purpose of SSLs

In identifying and managing risks at sites, EPA considers a spectrum of contaminant concentrations.
The level of concern associated with those concentrations depends on the likelihood of exposure to
soil contamination at levels of potential concern to human health or to ecological receptors.
Figure 1 illustrates the spectrum of soil contamination encountered at Superfund sites and the
conceptual range of risk management. At one end are levels of contamination that clearly warrant a
response action; at the other end are levels that are below regulatory concern. Appropriate cleanup
goals for a particular site may fall anywhere within this range depending on site-specific conditions.
Screening levels identify the lower bound of the spectrum -- levels below which there is no concern
under CERCLA, provided conditions associated with the SSLs are met.

No further study Site-specific Response
warranted under cleanup action clearly
CERCLA goall/level warranted
[ I I I >
"Zero" Screening Response Very high
concentration level level concentration

Figure 1. Conceptual Risk Management Spectrum for
Contaminated Soil

Although the application of SSLs during site investigations is not mandatory at sites being addressed
by CERCLA or RCRA, EPA recommends the use of SSLs as a tool to facilitate prompt identification
of contaminants and exposure areas of concern. EPA developed the Soil Screening Guidance to be
consistent with and to enhance the current Superfund investigation process and anticipates its
primary use during the early stages of a remedial investigation (RI) at NPL sites. It does not replace
the Remedial Investigation/Feasibility Study (RI/FS) or risk assessment, but use of screening levels can
focus the RI and risk assessment on aspects of the site that are more likely to be a concern under
CERCLA. By screening out areas of sites, potential chemicals of concern, or exposure pathways
from further investigation, site managers and technical experts can limit the scope of the remedial
investigation or risk assessment. SSLs can save resources by helping to determine which areas do not
require additional Federal attention early in the process. Furthermore, data gathered during the soil
screening process can be used in later Superfund phases, such as the baseline risk assessment,
feasibility study, treatability study, and remedial design. This guidance may also be appropriate for use
by the removal program when demarcation of soils above residential risk-based numbers coincides
with the purpose and scope of the removal action. EPA created the Soil Screening Guidance to be
consistent with and to enhance current Superfund processes.

The process presented in this guidance to develop and apply simple, site-specific soil screening levels
is likely to be most useful where it is difficult to determine whether areas of soil are contaminated to
an extent that warrants further investigation or response (e.g., whether areas of soil at an NPL site
require further investigation under CERCLA through an RI/FS). The screening levels have been
developed assuming future residential land use assumptions and related exposure scenarios. Although
some of the models and methods presented in this guidance could be modified to address exposures



under other land uses, EPA has not yet standardized assumptions for those other uses. Using this
guidance for sites where residential land use assumptions do not apply could result in overly
conservative screening levels. However, EPA recognizes that some parties responsible for sites with
non-residential land use might still benefit from using SSLs as a tool to conduct conservative initial
screening.

EPA created the Soil Screening Guidance: User’s Guide (U.S. EPA, 1996) to be easy to use: it
provides a simple step-by-step methodology for calculating SSLs that are specific to the user’s site.
Applying site-specific screening levels involves developing a conceptual site model (CSM), collecting
a few easily obtained site-specific soil parameters (such as the dry bulk density and percent soil
moisture), and sampling soil to measure contaminant levels in surface and subsurface soils. Often,
much of the information needed to develop the CSM can be derived from previous site investigations
(e.g., the preliminary assessment/site inspection [PA/SI]) and, if properly planned, SSL sampling can
be accomplished in one mobilization.

SSLs can be used as Preliminary Remediation Goals (PRGs) provided appropriate conditions are met
(i.e., conditions found at a specific site are similar to conditions assumed in developing the SSLs).
The concept of calculating risk-based soil levels for use as PRGs (or “draft” cleanup levels) was
introduced in the Risk Assessment Guidance for Superfund (RAGS), Volume I, Human Health
Evaluation Manual (HHEM), Part B (U.S. EPA, 1991b). PRGs are risk-based values that provide a
reference point for establishing site-specific cleanup levels. The models, equations, and assumptions
presented in the Soil Screening Guidance and described herein to address inhalation exposures
supersede those described in RAGS HHEM, Part B, for residential soils. In addition, this guidance
presents methodologies to address the leaching of contaminants through soil to an
underlying potable aquifer. This pathway should be addressed in the development of
PRGs.

EPA emphasizes that SSLs are not cleanup standards. SSLs should not be used as site-specific cleanup
levels unless a site-specific nine-criteria evaluation using SSLs as PRGs for soils indicates that a
selected remedy achieving the SSLs is protective, compliant with applicable or relevant and
appropriate requirements (ARARs), and appropriately balances the other criteria, including cost.
PRGs may then be converted into final cleanup levels based on the nine-criteria analysis described in
the National Contingency Plan (NCP; Section 300.430 (3)(2)(A)). The directive entitled Role of the
Baseline Risk Assessment in Superfund Remedy Selection Decisions (U.S. EPA, 1991c¢) discusses the
modification of PRGs to generate cleanup levels.

The generic SSLs provided in Appendix A are calculated from the same equations used in the simple
site-specific methodology, but are based on a number of default assumptions chosen to be protective
of human health for most site conditions. Generic SSLs can be used in place of site-specific screening
levels; however, they are expected to be generally more conservative than site-specific levels. The
site manager should weigh the cost of collecting the data necessary to develop site-specific SSLs with
the potential for deriving a higher SSL that provides an appropriate level of protection.

1.3 Scope of Soil Screening Guidance

The Soil Screening Guidance incorporates readily obtainable site data into simple, standardized
equations to derive site-specific screening levels for selected contaminants and exposure pathways.
Key attributes of the Soil Screening Guidance are given in Highlight 1.



SSLs.

available.

aforementioned risk-based targets.

Highlight 1: Key Attributes of the Soil Screening Guidance

e Standardized equations are presented to address human exposure pathways in a residential
setting consistent with Superfund's concept of "Reasonable Maximum Exposure" (RME).

e Source size (area and depth) can be considered on a site-specific basis using mass-limit models.

- Parameters are identified for which site-specific information is needed to develop site-specific

« Default values are provided to calculate generic SSLs where site-specific information is not

+ SSLs are generally based on a 10-6 risk for carcinogens, or a hazard quotient of 1 for
noncarcinogens; SSLs for migration to ground water are based on (in order of preference): nonzero
maximum contaminant level goals (MCLGs), maximum contaminant levels (MCLSs), or the

1.3.1 Exposure Pathways. In a residential setting, potential pathways of exposure to

contaminants in soil are as follows (see Figure 2):

. Direct ingestion

. Inhalation of volatiles and fugitive dusts

. Ingestion of contaminated ground water caused by migration of chemicals through soil to an
underlying potable aquifer

. Dermal absorption

. Ingestion of homegrown produce that has been contaminated via plant uptake

. Migration of volatiles into basements Direct Ingestion

The Soil Screening Guidance addresses each of
these pathways to the greatest extent practical.
The first three pathways -- direct ingestion,
inhalation of volatiles and fugitive dusts, and
ingestion of potable ground water, are the most
common routes of human exposure to
contaminants in the residential setting. These
pathways have generally accepted methods,
models, and assumptions that lend themselves to
a standardized approach. The additional
pathways of exposure to soil contaminants,
dermal absorption, plant uptake, and migration
of volatiles into basements, may also contribute
to the risk to human health from exposure to
specific contaminants in a residential setting.
This guidance addresses these pathways to a
limited extent based on available empirical data
(see Part 2 for further discussion).

of Ground Inhalation

Water and Soil

Blo@

Dust and
“Volatization

Leaching

Ground
Water

Also Addressed:
» Plant Uptake
» Dermal Absorption

Figure 2. Exposure Pathways Addressed
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The Soil Screening Guidance addresses the human exposure pathways listed previously
and will be appropriate for most residential settings. The presence of additional pathways
or unusual site conditions does not preclude the use of SSLs in areas of the site that are
currently residential or likely to be residential in the future. However, the risks
associated with these additional pathways or conditions (e.g., fish consumption, raising of
livestock, heavy truck traffic on unpaved roads) should be considered in the remedial
investigation/feasibility study (RI/FS) to determine whether SSLs are adequately
protective.

An ecological assessment should also be performed as part of the RI/FS to evaluate poten-
tial risks to ecological receptors.

The Soil Screening Guidance should not be used for areas with radioactive contaminants.

1.3.2 Exposure Assumptions. SSLs are risk-based concentrations derived from equations

combining exposure assumptions with EPA toxicity data. The models and assumptions used to
calculate SSLs were developed to be consistent with Superfund's concept of "reasonable maximum
exposure”" (RME) in the residential setting. The Superfund program's method to estimate the RME
for chronic exposures on a site-specific basis is to combine an average exposure point concentration
with reasonably conservative values for intake and duration in the exposure calculations (U.S. EPA,
1989b; U.S. EPA, 1991a). The default intake and duration assumptions presented in U.S. EPA
(1991a) were chosen to represent individuals living in a small town or other nontransient
community. (Exposure to members of a more transient community is assumed to be shorter and thus
associated with lower risk.) Exposure point concentrations are either measured at the site (e.g.,
ground water concentrations at a receptor well) or estimated using exposure models with site-specific
model inputs. An average concentration term is used in most assessments where the focus is on
estimating long-term, chronic exposures. Where the potential for acute toxicity is of concern,
exposure estimates based on maximum concentrations may be more appropriate.

The resulting site-specific estimate of RME is then compared with a chemical-specific toxicity
criterion such as a reference dose (RfD) or a reference concentration (RfC). EPA recommends using
criteria from the Integrated Risk Information System (IRIS) (U.S. EPA, 1995b) and Health Effects
Assessment Summary Tables (HEAST) (U.S. EPA, 1995d), although values from other sources may
be used in appropriate cases.

SSLs are concentrations of contaminants in soil that are designed to be protective of exposures in a
residential setting. A site-specific risk assessment is an evaluation of the risk posed by exposure to
site contaminants in various media. To calculate SSLs, the exposure equations and pathway models
are run in reverse to backcalculate an “acceptable level” of a contaminant in soil corresponding to a
specific level of risk.

1.3.3 Risk Level. For the ingestion, dermal, and inhalation pathways, toxicity criteria are
used to define an acceptable level of contamination in soil, based on a one-in-a-million (10-6)
individual excess cancer risk for carcinogens and a hazard quotient (HQ) of 1 for non-carcinogens.
SSLs are backcalculated for migration to ground water pathways using ground water concentration
limits [nonzero maximum contaminant level goals (MCLGs), maximum contaminant levels (MCLs),
or health-based limits (HBLs) (10-6 cancer risk or a HQ of 1) where MCLs are not available].

The potential for additive effects has not been "built in" to the SSLs through apportionment. For
carcinogens, EPA believes that setting a 10-6 risk level for individual chemicals and pathways will
generally lead to cumulative risks within the risk range (10-4 to 10-6) for the combinations of



chemicals typically found at Superfund sites. For noncarcinogens, additive risks should be considered
only for those chemicals with the same toxic endpoint or mechanism of action (see Section 2.1).

1.3.4 SSL Model Assumptions. The models used to calculate inhalation and migration

to ground water SSLs were designed for use at an early stage of site investigation when site
information may be limited. Because of this constraint, they incorporate a number of simplifying
assumptions.

The models assume that the source is infinite. Although the assumption is highly conservative, a
finite source model cannot be applied unless there are accurate data regarding source size and volume.
EPA believes it to be unlikely that such data will be available from the limited subsurface sampling
that is done to apply SSLs. However, EPA also recognizes that infinite source models can violate
mass balance (i.e., can release more contaminants than are present) for certain contaminants and site
conditions (e.g., small sources). To address this problem, this guidance includes simple models that
provide a mass-based limit for the inhalation and migration to ground water SSLs (see Section 2.6). A
site-specific estimate of source depth and area are required to calculate SSLs using these
models.

The infinite source assumption leads to several other simplifying assumptions. Fractionation of
contaminant mass between the inhalation and migration to ground water pathways cannot be
addressed with infinite source models. For the migration to ground water pathway, an infinite source
overrides adsorption in the unsaturated zone or in the aquifer. The models also assume that
contamination is evenly distributed throughout the source (i.e., homogeneous) and that no biological
or chemical degradation occurs in the soil or in the aquifer. Again, models capable of addressing
heterogeneities or degradation processes require collection of site-specific data that is well beyond the
scope of the Soil Screening Guidance.

Although the Soil Screening Guidance encourages the use of site-specific data to calculate SSLs,
conservative default parameters are provided for use where site-specific data are not available. These
defaults are described in Part 2 of this document. Appendix A provides an example set of "generic"
SSLs for 110 chemicals that are calculated using these defaults. Because they are designed to be
protective of most site conditions across the nation, they are conservative.

A default 0.5 acre source area is used to calculate the generic SSLs. A 30 acre source size was used in
the December 1994 guidance. EPA received an overwhelming number of comments that suggest that
most contaminated soil sources addressed under the Superfund program are 0.5 acres or smaller.
Because of the infinite source assumption, generic SSLs based on a 0.5 acre source size can be
protective of larger sources as well (see Appendix A). However, this hypothesis should be examined
on a case-by-case basis before applying the generic SSLs to sources larger than 0.5 acre.

1.4 Organization of the Document

Part 2 of this document describes the development of the simple equations used to calculate SSLs. It
describes and supports the assumptions behind these equations and presents the results of analyses
conducted to develop the SSL methodology. Some of the more sensitive parameters are identified
for which site-specific data are likely to have a significant impact. Default values are provided along
with their sources and limitations.

Part 3 presents information on other, more complex models that can be used to calculate inhalation
and migration to ground water SSLs when more extensive site data are available or can be obtained.



Some of these models can consider a finite source and fractionation between exposure pathways.
They also can model more complex site conditions than the simple SSL equations, including
conditions that can lead to higher, yet still protective, SSLs (e.g., thick unsaturated zones, biological
and chemical degradation, layered soils).

Part 4 provides the technical background for the development of the soil sampling design
methodology for SSL application. It addresses methods for surface soil, including a test based on a
maximum soil composite sample and the Chen method, which allows decision errors to be controlled.
Part 4 also provides simulation results that measure the performance of these methods and sample
size tables for different contaminant distributions and compositing schemes. Step-by-step guidance is
provided for developing sample designs using each statistical procedure.

Part 5 describes the selection and development of the chemical properties used to calculate SSLs.
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Part 2: DEVELOPMENT OF PATHWAY-SPECIFIC
SOIL SCREENING LEVELS

This part of the Technical Background Document describes the methods used to calculate SSLs for
residential exposure pathways, along with their technical basis and limitations associated with their
use. Simple, standardized equations have been developed for three common exposure pathways at
Superfund sites:

. Ingestion of soil (Section 2.2)
. Inhalation of volatiles and fugitive dust (Section 2.4)
. Ingestion of contaminated ground water caused by migration of contaminants through

soil to an underlying potable aquifer (Section 2.5).

The equations were developed under the following constraints:

. They should be consistent with current Superfund risk assessment methodologies and
guidance.

. To be appropriate for early-stage application, they should be simple and easy to
apply.

. They should allow the use of site-specific data where they are readily available or can

be easily obtained.

. The process of developing and applying SSLs should generate information that can be
used and built upon as a site evaluation progresses.

The equations for the inhalation and migration to ground water pathways include easily obtained site-
specific input parameters. Conservative default values have been developed for use where site-specific
data are not available. Generic SSLs, calculated for 110 chemicals using these default values, are
presented in Appendix A. The generic SSLs are conservative, since the default values are designed to
be protective at most sites across the country.

The inhalation and migration to ground water pathway equations assume an infinite source. As
pointed out by several commenters to the December 1994 draft Soil Screening Guidance (U.S. EPA,
1994h), SSLs developed using these models may violate mass-balance for certain contaminants and
site conditions (e.g., small sources). To address this concern, EPA has incorporated simple mass-limit
models for these pathways assuming that the entire volume of contamination either volatilizes or
leaches over the duration of exposure and that the level of contaminant at the receptor does not
exceed the health-based limit (Section 2.6). Because they require a site-specific estimate of
source depth, these models cannot be used to calculate generic SSLs.

Dermal adsorption, consumption of garden vegetables grown in contaminated soil, and migration of
volatiles into basements also may contribute significantly to the risk to human health from exposure
to soil contaminants in a residential setting. These pathways have been incorporated into the Soil
Screening Guidance to the greatest extent practical.



Although methods for quantifying dermal exposures are available, their use for calculating SSLs is
limited by the amount of data available on dermal absorption of specific chemicals (Section 2.3).
Screening equations have been developed to estimate human exposure from the uptake of soil
contaminants by garden plants (Section 2.7). As with dermal absorption, the number of chemicals for
which adequate empirical data on plant uptake are limited. An approach to address migration of
volatiles into basements is presented in Section 2.8, and limitations of the approach are discussed.

Section 2.1 describes the human health basis of the Soil Screening Guidance and provides the human

toxicity and health benchmarks necessary to calculate SSLs. The selection and development of the
chemical properties required to calculate SSLs are described in Part 5 of this document.

2.1 Human Health Basis

Table 1 lists the regulatory and human health benchmarks necessary to calculate SSLs for 110
chemicals including:

. Ingestion SSLs: oral cancer slope factors (SF,) and noncancer reference doses (RfDs)

. Inhalation SSLs: inhalation unit risk factors (URFs) and reference concentrations
(RfCs)

. Migration to ground water SSLs: drinking water standards (MCLGs and MCLs) and

drinking water health-based levels (HBLs).

The human health benchmarks in Table 1 were obtained from IRIS (U.S. EPA, 1995b) or HEAST
(U.S. EPA, 1995d) unless otherwise indicated. MCLGs and MCLs were obtained from U.S. EPA
(1995a). Each of these references is updated regularly. Prior to calculating SSLs, the values in
Table 1 should be checked against the most recent version of these sources to ensure that
they are up-to-date.

2.1.1 Additive Risk. For soil ingestion and inhalation of volatiles and fugitive dusts, SSLs

correspond to a 10-6 risk level for carcinogens and a hazard quotient of 1 for noncarcinogens. For
carcinogens, EPA believes that setting a 10-6 risk level for individual chemicals and pathways
generally will lead to cumulative risks within the 10-4 to 10-6 range for the combinations of chemicals
typically found at Superfund sites.

Whereas the carcinogenic risks of multiple chemicals are simply added together, the issue of additive
risk is much more complex for noncarcinogens because of the theory that a threshold exists for
noncancer effects. This threshold level, below which adverse effects are not expected to occur, is the
basis for EPA's RfD and RfC. Since adverse effects are not expected to occur at the RfD or RfC and
the SSLs were derived by setting the potential exposure dose equal to the RfD or RfC (i.e., an HQ
equal to 1), it is difficult to address the risk of exposure to multiple chemicals at levels where the
individual chemicals alone would not be expected to cause any harmful effect. However, problems
may arise when multiple chemicals produce related toxic effects.

EPA believes, and the Science Advisory Board (SAB) agrees (U.S. EPA, 1993e), that HQs should be
added only for those chemicals with the same toxic endpoint and/or mechanism of action.



Table 1. Regulatory and Human Health Benchmarks Used for SSL Development

Contgrizig;ﬁ{nmvel Com’\a/lr%ﬁrgrl:tmLevel Water T?rilittz Based Cancer Slope Iiactor Unit RiskaFﬁctor Referer}lse_gose Coﬁggrr]?rn;t?on
(ma/L) (mg/L) (mg/L) (mg/kg-d) (Hg/m?) (mg/kg-d) (mg/m®)
NeAS Chemical Name (P",’\'A%LL%) Ref.? [MCL (PMCL) Ref.? | HBL®  Basis Ccf:;‘;c SF,  Ref.® g:;‘;c URF  Ref.?| R  Ref.2| Ric Ref.
83-32-9  Acenaphthene 2E+00 RfD 6.0E-02 1
67-64-1 Acetone (2-Propanone) 4E+00 RfD D D 1.0E-01 1
309-00-2  Aldrin 5E-06 SF, B2 1.7E+01 1 B2 4.9E-03 1 3.0E-05 1
120-12-7  Anthracene 1E+01 RfD D D 3.0E-01 1
7440-36-0  Antimony 6.0E-03 3 6.0E-03 3 4.0E-04 1
7440-38-2  Arsenic 5.0E-02 3 A 1.5E+00 1 A 4.3E-03 1 3.0E-04 1
7440-39-3 Barium 2.0E+00 3 2.0E+00 3 7.0E-02 1 5.0E-04 2
56-55-3 Benz(a )anthracene 1E-04 SF, B2 7.3E-01 4 B2
71-43-2 Benzene 5.0E-03 3 A 2.9E-02 1 A 8.3E-06 1
205-99-2  Benzo(b )fluoranthene 1E-04 SF, B2 7.3E-01 4 B2
207-08-9  Benzo(k )fluoranthene 1E-03 SF, B2 7.3E-02 4 B2
65-85-0 Benzoic acid 1E+02 RfD 4.0E+00 1
50-32-8 Benzo(a )pyrene 2.0E-04 3 B2 7.3E+00 1 B2
7440-41-7 Beryllium 4.0E-03 3 4.0E-03 3 B2 4.3E+00 1 B2 2.4E-03 1 5.0E-03 1
111-44-4  Bis(2-chloroethyl)ether 8E-05 SF, B2 1.1E+00 1 B2 3.3E-04 1
117-81-7  Bis(2-ethylhexyl)phthalate 6.0E-03 3 B2 1.4E-02 1 B2 2.0E-02 1
75-27-4  Bromodichloromethane 1.0E-01 * 3 B2 6.2E-02 1 B2 2.0E-02 1
75-25-2  Bromoform (tribromomethane) 1.0E-01 * 3 B2 7.9E-03 1 B2 1.1E-06 1 2.0E-02 1
71-36-3  Butanol 4E+00 RfD D D 1.0E-01 1
85-68-7 Butyl benzyl phthalate 7E+00 RfD C C 2.0E-01 1
7440-43-9  Cadmium 5.0E-03 3 5.0E-03 3 B1 1.8E-03 1 1.0E-03** 1
86-74-8 Carbazole 4E-03 SF, B2 2.0E-02 2
75-15-0  Carbon disulfide 4E+00 RfD 1.0E-01 1 7.0E-01 1
56-23-5 Carbon tetrachloride 5.0E-03 3 B2 1.3E-01 1 B2 1.5E-05 1 7.0E-04 1
57-74-9  Chlordane 2.0E-03 3 B2 1.3E+00 1 B2 3.7E-04 1 6.0E-05 1
106-47-8  p -Chloroaniline 1E-01 RfD 4.0E-03 1
108-90-7 Chlorobenzene 1.0E-01 3 1.0E-01 3 D D 2.0E-02 1 2.0E-02 2
124-48-1 Chlorodibromomethane 6.0E-02 3 1.0E-01 * 3 C 8.4E-02 1 C 2.0E-02 1
67-66-3 Chloroform 1.0E-01 * 3 B2 6.1E-03 1 B2 2.3E-05 1 1.0E-02 1
95-57-8  2-Chlorophenol 2E-01 RfD 5.0E-03 1

* Proposed MCL = 0.08 mg/L, Drinking Water Regulations and Health Advisories , U.S. EPA (1995).
** Cadmium RfD is based on dietary exposure.
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Table 1 (continued)

Contaminant Level | o 2T | Water et 8a5ed | Gancer Siope Factr
(mgiL) (mg/L) (mg/L) (mg/kg-d) (ng/m®) (mg/kg-d) (mg/m?)
NeAS Chemical Name (P""MCC'-L%) Ref.® |[MCL (PMCL) Ref.® | HBL®  Basis Cclgg‘; SF,  Ref.? CCIZ;CS URF  Ref.2| RD  Ref.®| RiC Ref. ®
7440-47-3  Chromium 1.0E-01 3 1.0E-01 3 A A 1.2E-02 1 5.0E-03 1
16065-83-1  Chromium (l11) 4E+01 RfD 1.0E+00 1
18540-29-9  Chromium (VI) 1.0E-01 3* A A 1.2E-02 1 5.0E-03 1
218-01-9 Chrysene 1E-02 SF, B2 7.3E-03 4
57-12-5 Cyanide (amenable) (2.0E-01) 3 (2.0E-01) 3 D D 2.0E-02 1
72-54-8 DDD 4E-04 SF, B2 2.4E-01 1 B2
72-55-9 DDE 3E-04 SF, B2 3.4E-01 1 B2
50-29-3 DDT 3E-04 SF, B2 3.4E-01 1 B2 9.7E-05 1 5.0E-04 1
53-70-3 Dibenz(a,h )anthracene 1E-05 SF, B2 7.3E+00 4 B2
84-74-2  Di-n -butyl phthalate 4E+00 RfD D D 1.0E-01 1
95-50-1 1,2-Dichlorobenzene 6.0E-01 3 6.0E-01 3 D D 9.0E-02 1 2.0E-01
106-46-7 1,4-Dichlorobenzene 7.5E-02 3 7.5E-02 3 B2 2.4E-02 2 B2 8.0E-01
91-94-1 3,3-Dichlorobenzidine 2E-04 SF, B2 4.5E-01 1 B2
75-34-3  1,1-Dichloroethane 4E+00 RfD C C 1.0E-01 7 5.0E-01 2
107-06-2 1,2-Dichloroethane 5.0E-03 3 B2 9.1E-02 1 B2 2.6E-05 1
75-35-4  1,1-Dichloroethylene 7.0E-03 3 7.0E-03 3 C 6.0E-01 1 C 5.0E-05 1 9.0E-03 1
156-59-2  cis -1,2-Dichloroethylene 7.0E-02 3 7.0E-02 3 D D 1.0E-02 2
156-60-5 trans -1,2-Dichloroethylene 1.0E-01 3 1.0E-01 3 2.0E-02 1
120-83-2  2,4-Dichlorophenol 1E-01 RfD 3.0E-03 1
78-87-5 1,2-Dichloropropane 5.0E-03 3 B2 6.8E-02 2 B2 4.0E-03 1
542-75-6  1,3-Dichloropropene 5E-04 SF, B2 1.8E-01 2 B2 3.7E-05 2 3.0E-04 1 2.0E-02 1
60-57-1 Dieldrin 5E-06 SF, B2 1.6E+01 1 B2 4.6E-03 1 5.0E-05 1
84-66-2 Diethylphthalate 3E+01 RfD D D 8.0E-01 1
105-67-9  2,4-Dimethylphenol 7E-01 RfD 2.0E-02 1
51-28-5 2,4-Dinitrophenol 4E-02 RfD 2.0E-03 1
121-14-2  2,4-Dinitrotoluene** 1E-04 SF, B2 6.8E-01 1 2.0E-03 1
606-20-2  2,6-Dinitrotoluene** 1E-04 SF, B2 6.8E-01 1 1.0E-03 2
117-84-0  Di-n -octyl phthalate 7E-01 RfD 2.0E-02 2
115-29-7 Endosulfan 2E-01 RfD 6.0E-03 2
72-20-8 Endrin 2.0E-03 3 2.0E-03 3 D D 3.0E-04 1

* MCL for total chromium is based on Cr (VI) toxicity.
** Cancer Slope Factor is for 2,4-, 2,6-Dinitrotoluene mixture.
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Table 1 (continued)

Maximum

Contamirg):?int Level Cont'\élr%ﬁn;#tmLevel Water T'ianilittz Based Cancer S/Il?pfj Factor Unit Rijkfictor Ref(enrqevlge_g)ose Co?ecf:rﬁpa?tieon
ol (mglL) (mgiL) (mg/kg-d) (ugfm®) a’kg (mg/m?)
WS Chemical Name (PMas) Ref.® |MCL(PMCL) Ref.® | HBL® Basis | A% SR, Rer®| G2 URF Ret®| RD  Ref®| RIC  Ref.
100-41-4  Ethylbenzene 7.0E-01 3 7.0E-01 3 D D 1.0E-01 1 1.0E+00 1
206-44-0  Fluoranthene 1E+00 RfD D D 4.0E-02 1
86-73-7  Fluorene 1E+00 RfD D 4.0E-02 1
76-44-8  Heptachlor 4.0E-04 B2 4.5E+00 1 B2 1.3E-03 1 5.0E-04 1
1024-57-3  Heptachlor epoxide 2.0E-04 3 B2 9.1E+00 1 B2 2.6E-03 1 1.3E-05 1
118-74-1 Hexachlorobenzene 1.0E-03 3 B2 1.6E+00 1 B2 4.6E-04 1 8.0E-04 1
87-68-3 Hexachloro-1,3-butadiene 1.0E-03 3 1E-03 SF, C 7.8E-02 1 C 2.2E-05 1 2.0E-04 2
319-84-6 a-HCH (a-BHC) 1E-05 SF, B2 6.3E+00 1 B2 1.8E-03 1
319-85-7 b-HCH (b-BHC) 5E-05 SF, C 1.8E+00 1 C 5.3E-04 1
58-89-9 gHCH (Lindane) 2.0E-04 3 2.0E-04 3 B2 1.3E+00 2 C 3.0E-04 1
77-47-4  Hexachlorocyclopentadiene 5.0E-02 3 5.0E-02 3 D D 7.0E-03 1 7.0E-05 2
67-72-1 Hexachloroethane 6E-03 SF, C 1.4E-02 1 C 4.0E-06 1 1.0E-03 1
193-39-5 Indeno(1,2,3-cd )pyrene 1E-04 SF, B2 7.3E-01 4 B2
78-59-1  Isophorone 9E-02 SF, C 9.5E-04 C 2.0E-01 1
7439-97-6  Mercury 2.0E-03 3 2.0E-03 3 D D 3.0E-04 2 3.0E-04 2
72-43-5 Methoxychlor 4.0E-02 3 4.0E-02 3 D D 5.0E-03 1
74-83-9  Methyl bromide 5E-02 RfD D D 1.4E-03 1 5.0E-03
75-09-2 Methylene chloride 5.0E-03 3 B2 7.5E-03 1 B2 4.7E-07 1 6.0E-02 1 3.0E+00
95-48-7  2-Methylphenol (o -cresol) 2E+00 RfD C Cc 5.0E-02 1
91-20-3 Naphthalene 1E+00 RfD D D 4.0E-02 6
7440-02-0  Nickel 1E-01 HA * A A 2.4E-04 1 2.0E-02 1
98-95-3  Nitrobenzene 2E-02 RfD D D 5.0E-04 1 2.0E-03 2
86-30-6 N -Nitrosodiphenylamine 2E-02 SF, B2 4.9E-03 1 B2
621-64-7 N -Nitrosodi-n -propylamine 1E-05 SF, B2 7.0E+00 1 B2
87-86-5 Pentachlorophenol 1.0E-03 3 B2 1.2E-01 1 B2 3.0E-02 1
108-95-2  Phenol 2E+01 RfD D D 6.0E-01 1
129-00-0 Pyrene 1E+00 RfD D D 3.0E-02 1
7782-49-2  Selenium 5.0E-02 3 5.0E-02 3 D D 5.0E-03 1
7440-22-4  Silver 2E-01 RfD D D 5.0E-03 1
100-42-5 Styrene 1.0E-01 3 1.0E-01 3 2.0E-01 1 1.0E+00 1
79-34-5 1,1,2,2-Tetrachloroethane 4E-04 SF, C 2.0E-01 1 C 5.8E-05 1

* Health advisory for nickel (MCL is currently remanded); EPA Office of Science and Technology, 7/10/95.
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Table 1 (continued)

Maximum

p Maximum Water Health Based i+ Di Reference
COmamé%aaTt Level Contaminant Level Limits Cancer S/Il:)p(e;| liactor Unit R|7k3Fictor RefEanrqer}li:e_(ljD)ose Concentration
(mglL) (mglL) (mg/kg-d) (ng/m™) g/kg (mg/m?)
(mg/L)
CAS ; MCLG b . Carc. Carc.
Number Chemical Name (PMCLG) Ref.® [MCL (PMCL) Ref.? HBL Basis Class® SF, Ref. 2 Class® URF Ref. ® RfD Ref. ? RfC Ref. ?
127-18-4  Tetrachloroethylene 5.0E-03 3 5.2E-02 5 5.8E-07 5 1.0E-02 1
7440-28-0  Thallium 5.0E-04 3 2.0E-03 3
108-88-3 Toluene 1.0E+00 3 1.0E+00 3 D D 2.0E-01 1 4.0E-01 1
8001-35-2 Toxaphene 3.0E-03 3 B2 1.1E+00 1 B2 3.2E-04 1
120-82-1 1,2,4-Trichlorobenzene 7.0E-02 3 7.0E-02 3 D D 1.0E-02 1 2.0E-01 2
71-55-6  1,1,1-Trichloroethane 2.0E-01 3 2.0E-01 3 D D 1.0E+00 5
79-00-5 1,1,2-Trichloroethane 3.0E-03 3 5.0E-03 3 C 5.7E-02 1 C 1.6E-05 1 4.0E-03 1
79-01-6  Trichloroethylene zero 3 5.0E-03 3 1.1E-02 5 1.7E-06 5
95-95-4  2,4,5-Trichlorophenol 4E+00 RfD 1.0E-01 1
88-06-2  2,4,6-Trichlorophenol 8E-03 SF, B2 1.1E-02 1 B2 3.1E-06 1
7440-62-2 Vanadium 3E-01 RfD 7.0E-03 2
108-05-4  Vinyl acetate 4E+01 RfD 1.0E+00 1 2.0E-01 1
75-01-4  Vinyl chloride (chloroethene) 2.0E-03 3 A 1.9E+00 2 A 8.4E-05 2
108-38-3 m -Xylene 1.0E+01 3* 1.0E+01 3* D D 2.0E+00 2
95-47-6 o -Xylene 1.0E+01 3* 1.0E+01 3% D D 2.0E+00 2
106-42-3 p -Xylene 1.0E+01 3* 1.0E+01 3* D D 2.0E+00 1 **
7440-66-6  Zinc 1E+01 RfD D D 3.0E-01 1

* MCL for total xylenes [1330-20-7] is 10 mg/L.
** RfD for total xylenes is 2 mg/kg-day.

# References:

1=1IRIS, U.S. EPA (1995b)

2 = HEAST, U.S. EPA (1995d)

3=U.S. EPA (1995a)

4 = OHEA, U.S. EPA (1993c)

5 = Interim toxicity criteria provided by Superfund
Health Risk Techincal Support Center,
Environmental Criteria Assessment Office

(ECAO), Cincinnati, OH (1994)
6 = ECAO, U.S. EPA (19949)
7 = ECAO, U.S. EPA (1994f)

® Health Based Limits calculated for 30-year exposure duration, 10° risk or hazard quotient = 1.

¢ Categorization of overall weight of evidence for human carcinogenicity:
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Group A:
Group B:

Group C:
Group D:
Group E:

human carcinogen
probable human carcinogen

B1: limited evidence from epidemiologic studies
B2: “sufficient" evidence from animal studies and "inadequate” evidence or
"no data" from epidemiologic studies

possible human carcinogen
not classifiable as to health carcinogenicity
evidence of noncarcinogenicity for humans



Additivity of the SSLs for noncarcinogenic chemicals is further complicated by the fact that not all
SSLs are based on toxicity. Some SSLs are determined instead by a "ceiling limit" concentration (C gu)

above which these chemicals may occur as nonaqueous phase liquids (NAPLs) in soil (see Section
2.4.4). Therefore, the potential for additive effects must be carefully evaluated at every site by
considering the total Hazard Index (HI) for chemicals with RfDs or RfCs based on the same endpoint
of toxicity (i.e., has the same critical effect as defined by the Reference Dose Methodology),
excluding chemicals with SSLs based on Cg,. Table 2 lists several SSL chemicals with RfDs/RfCs,

grouping those chemicals whose RfDs or RfCs are based on toxic effects in the same target organ or
system. However, this list is limited, and a toxicologist should be consulted prior to addressing
additive risks at a specific site.

2.1.2 Apportionment and Fractionation. EPA also has evaluated the SSLs for

noncarcinogens in light of two related issues: apportionment and fractionation. Apportionment is
typically used as the percentage of a regulatory health-based level that is allocated to the
source/pathway being regulated (e.g., 20 percent of the RfD for the migration to ground water
pathway). Apportioning risk assumes that the applied dose from the source, in this case
contaminated soils, is only one portion of the total applied dose received by the receptor. In the
Superfund program, EPA has traditionally focused on quantifying exposures to a receptor that are
clearly site-related and has not included exposures from other sources such as commercially available
household products or workplace exposures. Depending on the assumptions concerning other source
contributions, apportionment among pathways and sources at a site may result in more
conservative regulatory levels (e.g., levels that are below an HQ of 1). Depending on site conditions,
this may be appropriate on a site-specific basis.

In contrast to apportionment, fractionation of risk may lead to less conservative regulatory
levels because it assumes that some fraction of the contaminant does not reach the receptor due to
partitioning into another medium. For example, if only one-fifth of the source is assumed to be
available to the ground water pathway, and the remaining four-fifths is assumed to be released to air
or remain in the soil, an SSL for the migration to ground water pathway could be set at five times the
HQ of 1 due to the decrease in exposure (since only one-fifth of the possible contaminant is available
to the pathway). However, the data collected to apply SSLs generally will not support the finite
source models necessary for partitioning contaminants between pathways.

2.1.3 Acute Exposures. The exposure assumptions used to develop SSLs are representative

of a chronic exposure scenario and do not account for situations where high-level exposures may lead
to acute toxicity. For example, in some cases, children may ingest large amounts of soil (e.g., 3 to 5
grams) in a single event. This behavior, known as pica, may result in relatively high short-term
exposures to contaminants in soils. Such exposures may be of concern for contaminants that
primarily exhibit acute health effects. Review of clinical reports on contaminants addressed in this
guidance suggests that acute effects of cyanide and phenol may be of concern in children exhibiting
pica behavior. If soils containing cyanide and phenol are present at a site, the protectiveness of the
chronic ingestion SSLs for these chemicals should be reconsidered.

Although the Soil Screening Guidance instructs site managers to consider the potential for acute
exposures on a site-specific basis, there are two major impediments to developing acute SSLs. First,
although data are available on chronic exposures (i.e., RfDs, RfCs, cancer slope factors), there is a
paucity of data relating the potential for acute effects for most Superfund chemicals. Specifically,
there is no scale to evaluate the severity of acute effects (e.g., eye irritation vs. dermatitis), no
consensus on how to incorporate the body's recovery mechanisms following acute exposures, and no
toxicity benchmarks to apply for short-term exposures (e.g., a 7-day RfD for a critical endpoint).
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Table 2. SSL Chemicals with Noncarcinogenic Effects on Specific Target

Organ/System
Target Organ/System Effect
Kidney
Acetone Increased weight; nephrotoxicity
1,1-Dichloroethane Kidney damage
Cadmium Significant proteinuria

Chlorobenzene
Di-n-octyl phthalate
Endosulfan
Ethylbenzene
Fluoranthene
Nitrobenzene
Pyrene
Toluene
2,4,5-Trichlorophenol
Vinyl acetate

Liver
Acenaphthene
Acetone
Butyl benzyl phthalate
Chlorobenzene
Di-n-octyl phthalate
Endrin
Flouranthene
Nitrobenzene
Styrene
Toluene
2,4,5-Trichlorophenol

Central Nervous System

Butanol
Cyanide (amenable)
2,4 Dimethylphenol
Endrin
2-Methylphenol
Mercury
Styrene
Xylenes

Adrenal Gland
Nitrobenzene

1,2,4-Trichlorobenzene

Kidney effects

Kidney effects
Glomerulonephrosis
Kidney toxicity
Nephropathy

Renal and adrenal lesions
Kidney effects

Changes in kidney weights
Pathology

Altered kidney weight

Hepatotoxicity
Increased weight

Increased liver-to-body weight and liver-to-brain weight ratios

Histopathology

Increased weight; increased SGOT and SGPT activity
Mild histological lesions in liver

Increased liver weight

Lesions

Liver effects

Changes in liver weights

Pathology

Hypoactivity and ataxia

Weight loss, myelin degeneration
Prostatration and ataxia
Occasional convulsions
Neurotoxicity

Hand tremor, memory disturbances
Neurotoxicity

Hyperactivity

Adrenal lesions
Increased adrenal weights; vacuolization in cortex
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Table 2: (continued)

Target Organ/System

Effect

Circulatory System
Antimony
Barium
trans-1,2-Dichloroethene
cis-1,2-Dichloroethylene
2,4-Dimethylphenol
Fluoranthene
Fluorene
Nitrobenzene
Styrene
Zinc

Reproductive System
Barium
Carbon disulfide
2-Chlorophenol
Methoxychlor
Phenol

Respiratory System
1,2-Dichloropropane
Hexachlorocyclopentadiene
Methyl bromide
Vinyl acetate

Gastrointestinal System
Hexachlorocyclopentadiene
Methyl bromide

Immune System
2,4-Dichlorophenol
p-Chloroaniline

Altered blood chemistry and myocardial effects
Increased blood pressure

Increased alkaline phosphatase level

Decreased hematocrit and hemoglobin

Altered blood chemistry

Hematologic changes

Decreased RBC and hemoglobin

Hematologic changes

Red blood cell effects

Decrease in erythrocyte superoxide dismutase (ESOD)

Fetotoxicity

Fetal toxicity and malformations
Reproductive effects

Excessive loss of litters
Reduced fetal body weight in rats

Hyperplasia of the nasal mucosa

Squamous metaplasia

Lesions on the olfactory epithelium of the nasal cavity
Nasal epithelial lesions

Stomach lesions
Epithelial hyperplasia of the forestomach

Altered immune function
Nonneoplastic lesions of splenic capsule

Source: U.S. EPA, 1995b, U.S. EPA, 1995d.

Second, the inclusion of acute SSLs would require the development of acute exposure scenarios that
would be acceptable and applicable nationally. Simply put, the methodology and data necessary to
address acute exposures in a standard manner analogous to that for chronic exposures have not been
developed.

2.1.4 Route-to-Route Extrapolation. For a number of the contaminants commonly found

at Superfund sites, inhalation benchmarks for toxicity are not available from IRIS or HEAST (see
Table 1). Given that many of these chemicals exhibit systemic toxicity, EPA recognizes that the
lack of such benchmarks could result in an underestimation of risk from contaminants in soil through
the inhalation pathway. As pointed out by commenters to the December 1994 draft Soil Screening
Guidance, ingestion SSLs tend to be higher than inhalation SSLs for most volatile chemicals with both
inhalation and ingestion benchmarks. This suggests that ingestion SSLs may not be adequately
protective for inhalation exposure to chemicals without inhalation benchmarks.
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However, with the exception of vinyl chloride (which is gaseous at ambient temperatures), migration
to ground water SSLs are significantly lower than inhalation SSLs for volatile organic chemicals (see
the generic SSLs presented in Appendix A). Thus, at sites where ground water is of concern,
migration to ground water SSLs generally will be protective from the standpoint of inhalation risk.
However, if the ground water pathway is not of concern at a site, the use of SSLs for soil ingestion
may not be adequately protective for the inhalation pathway.

To address this concern, OERR evaluated potential approaches for deriving inhalation benchmarks
using route-to-route extrapolation from oral benchmarks (e.g., RfC;,, from RfD,.,;). EPA evaluated a
number of issues concerning route-to-route extrapolation, including: the potential reactivity of
airborne toxicants (e.g., portal-of-entry effects), the pharmacokinetic behavior of toxicants for
different routes of exposure (e.g., absorption by the gut versus absorption by the lung), and the
significance of physicochemical properties in determining dose (e.g., vapor pressure, solubility).
During this process, OERR consulted with staff in the EPA Office of Research and Development
(ORD) to identify the most appropriate techniques for route-to-route extrapolation. Appendix B
describes this analysis and its results.

As part of this analysis, inhalation benchmarks were derived using simple route-to-route
extrapolation for 50 contaminants lacking inhalation benchmarks. A review of SSLs calculated from
these extrapolated benchmarks indicated that for 36 of the 50 contaminants, inhalation SSLs exceed
the soil saturation concentration (Cg,), often by several orders of magnitude. Because maximum

volatile emissions occur at Cg, (see Section 2.4.4), these 36 contaminants are not likely to pose

significant risks through the inhalation pathway at any soil concentration and the lack of inhalation
benchmarks is not likely to underestimate risks. All of the 14 remaining contaminants with
extrapolated inhalation SSLs below Cg, have inhalation SSLs above generic SSLs for the migration to

ground water pathway (dilution attenuation factor [DAF] of 20). This suggests that migration to
ground water SSLs will be adequately protective of volatile inhalation risks at sites where ground
water is of concern.

At sites where ground water is not of concern (e.g., where ground water beneath or adjacent to the
site is not a potential source of drinking water), the Appendix B analysis suggests that for certain
contaminants, ingestion SSLs may not be protective of inhalation risks for contaminants lacking
inhalation benchmarks. The analysis indicates that the extrapolated inhalation SSL values are below
SSL values based on direct ingestion for the following chemicals: acetone, bromodichloromethane,
chlorodibromomethane, cis-1,2-dichloroethylene, and trans-1,2-dichloroethylene. This supports the
possibility that the SSLs based on direct ingestion for the listed chemicals may not be adequately
protective of inhalation exposures. However, because this analysis is based on simplified route-to-
route extrapolation methods, a more rigorous evaluation of route-to-route extrapolation methods
may be warranted, especially at sites where ground water is not of concern.

Based on these results, EPA reached the following conclusions regarding the route-to-route
extrapolation of inhalation benchmarks for the development of inhalation SSLs. First, it is
reasonable to assume that, for some volatile contaminants, the lack of inhalation benchmarks may
underestimate risks due to inhalation of volatile contaminants at a site. However, the analysis in
Appendix B suggests that this issue is only of concern for sites where the exposure potential for the
inhalation pathway approaches that for ingestion of ground water or at sites where the migration to
ground water pathway is not of concern.

Second, the extrapolated inhalation SSL values are not intended to be used as generic SSLs for site
investigations; the extrapolated inhalation SSLs are useful in determining the potential for
inhalation risks but should not be misused as SSLs. The extrapolated inhalation benchmarks, used to
calculate extrapolated inhalation SSLs, simply provide an estimate of the air concentration (Jig/m3)
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required to produce an inhaled dose equivalent to the dose received via oral administration, and lack
the scientific rigor required by EPA for route-to-route extrapolation. Route-to-route extrapolation
methods must account for a relationship between physicochemical properties, absorption and
distribution of toxicants, the significance of portal-of-entry effects, and the potential differences in
metabolic pathways associated with the intensity and duration of inhalation exposures. However,
methods required to develop sufficiently rigorous inhalation benchmarks have only recently been
developed by the ORD. EPA's ORD has made available a guidance document that addresses many of
the issues critical to the development of inhalation benchmarks. The document, entitled Methods for
Derivation of Inhalation Reference Concentrations and Application of Inhalation Dosimetry (U.S.
EPA, 1994d), presents methods for applying inhalation dosimetry to derive inhalation reference
concentrations and represents the current state-of-the-science at EPA with respect to inhalation
benchmark development. The fundamentals of inhalation dosimetry are presented with respect to
the toxicokinetic behavior of contaminants and the physicochemical properties of chemical
contaminants.

Thus, at sites where the migration to ground water pathway is not of concern and a site manager
determines that the inhalation pathway may be significant for contaminants lacking inhalation
benchmarks, route-to-route extrapolation may be performed using EPA-approved methods on a
case-by-case basis. Chemical-specific route-to-route extrapolations should be accompanied by a
complete discussion of the data, underlying assumptions, and uncertainties identified in the
extrapolation process. Extrapolation methods should be consistent with the EPA guidance presented
in Methods for Derivation of Inhalation Reference Concentrations and Applications of Inhalation
Dosimetry (U.S. EPA, 1994d). If a route-to-route extrapolation is found not to be appropriate based
on the ORD guidance, the information on extrapolated SSLs may be included as part of the
uncertainty analysis of the baseline risk assessment for the site.

2.2 Direct Ingestion

Calculation of SSLs for direct ingestion of soil is based on the methodology presented for residential
land use in RAGS HHEM, Part B (U.S. EPA, 1991b). Briefly, this methodology backcalculates a soil
concentration level from a target risk (for carcinogens) or hazard quotient (for noncarcinogens). A
number of studies have shown that inadvertent ingestion of soil is common among children 6 years
old and younger (Calabrese et al., 1989; Davis et al., 1990; Van Wijnen et al., 1990). Therefore, the
approach uses an age-adjusted soil ingestion factor that takes into account the difference in daily soil
ingestion rates, body weights, and exposure duration for children from 1 to 6 years old and others
from 7 to 31 years old. The higher intake rate of soil by children and their lower body weights lead to
a lower, or more conservative, risk-based concentration compared to an adult-only assumption.
RAGS HHEM, Part B uses this age-adjusted approach for both noncarcinogens and carcinogens.

For noncarcinogens, the definition of an RfD has led to debates concerning the comparison of less-
than-lifetime estimates of exposure to the RfD. Specifically, it is often asked whether the
comparison of a 6-year exposure, estimated for children via soil ingestion, to the chronic RfD is
unnecessarily conservative.

In their analysis of the issue, the SAB indicates that, for most chemicals, the approach of combining
the higher 6-year exposure for children with chronic toxicity criteria is overly protective (U.S. EPA,
1993¢). However, they noted that there are instances when the chronic RfD may be based on
endpoints of toxicity that are specific to children (e.g., fluoride and nitrates) or when the dose-
response curve is steep (i.e., the dosage difference between the no-observed-adverse-effects level
[NOAEL] and an adverse effects level is small). Thus, for the purposes of screening, OERR opted to
base the generic SSLs for noncarcinogenic contaminants on the more conservative “childhood only”
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exposure (Equation 1). The issue of whether to maintain this more conservative approach
throughout the baseline risk assessment and establishing remediation goals will depend on how the
toxicology of the chemical relates to the issues raised by the SAB.

Screening Level Equation for Ingestion of Noncarcinogenic Contaminants in
Residential Soil

(Source: RAGS HHEM, Part B; U.S. EPA, 1991b)

1
Screening Level (mg/kg) = THQ x ]iW X AT x 365 d/yr (D
1/RfD, x 107 kg/mg x EF x ED x IR
Parameter/Definition (units) Default

THQ/target hazard quotient (unitless) 1

BW/body weight (kg) 15

AT/averaging time (yr) 6a

RfD, /oral reference dose (mg/kg-d) chemical-specific

EF/exposure frequency (d/yr) 350

ED/exposure duration (yr) 6

IR/soil ingestion rate (mg/d) 200

a For noncarcinogens, averaging time is equal to exposure duration.
Unlike RAGS HHEM, Part B, SSLs are calculated only for 6-year
childhood exposure.

For carcinogens, both the magnitude and duration of exposure are important. Duration is critical
because the toxicity criteria are based on "lifetime average daily dose." Therefore, the total dose
received, whether it be over 5 years or 50 years, is averaged over a lifetime of 70 years. To be
protective of exposures to carcinogens in the residential setting, RAGS HHEM, Part B (U.S. EPA,
1991b) and EPA focus on exposures to individuals who may live in the same residence for a "high-
end" period of time (e.g., 30 years). As mentioned above, exposure to soil is higher during childhood
and decreases with age. Thus, Equation 2 uses the RAGS HHEM, Part B time-weighted average soil
ingestion rate for children and adults; the derivation of this factor is shown in Equation 3.

Screening Level Equation for Ingestion of Carcinogenic Contaminants in Residential
Soil
(Source: RAGS HHEM, Part B; U.S. EPA, 1991b)

TR x AT x 365d/yr (2)
SF, x 10 kg/mg x EF x IF

Screening Level (mg/kg) =

soil/adj
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Parameter/Definition (units) Default
TR/target cancer risk (unitless) 10-6
AT/averaging time (yr) 70
SF,, /oral slope factor (mg/kg-d)-1 chemical-specific
EF/exposure frequency (d/yr) 350
IFsoiiiagj /2g€-adjusted soil ingestion factor (mg-yr/kg-d) 114

Equation for Age-Adjusted Soil Ingestion Factor, IFsgji/adj

IFsoil/adj _ IRsoil/agel 6 X EDagel -6 IRsoil/age7-3] X EDage7 31 3)
(mg'yr/kg'd) BWagel—6 Bwage7-31
Parameter/Definition (units) Default

IFsoilad /age-adjusted soil ingestion factor (mg-yr/kg-d) 114

IRsoil/age1-6 /ingestion rate of soil age 1-6 (mg/d) 200

EDage1-6 /€xposure duration during ages 1-6 (yr) 6

IRsoil/age7-31 /ingestion rate of soil age 7-31 (mg/d) 100

EDage7-31 /€xposure duration during ages 7-31 (yr) 24

BWage1-6 /average body weight from ages 1-6 (kg) 15

BWage7-31 /average body weight from ages 7-31 (kg) 70

Source: RAGS HHEM, Part B (U.S. EPA, 1991b).

Because of the impracticability of developing site-specific input parameters (e.g., soil ingestion rates,
chemical-specific bioavailability) for direct soil ingestion, SSLs are calculated using the defaults listed
in Equations 1, 2, and 3. Appendix A lists these generic SSLs for direct ingestion of soil.

2.3 Dermal Absorption

Incorporation of dermal exposures into the Soil Screening Guidance is limited by the amount of data
available to quantify dermal absorption from soil for specific chemicals. EPA's ORD evaluated the
available data on absorption of chemicals from soil in the document Dermal Exposure Assessment:
Principles and Applications (U.S. EPA, 1992b). This document also presents calculations comparing
the potential dose of a chemical in soil from oral routes with that from dermal routes of exposure.

These calculations suggest that, assuming 100 percent absorption of a chemical via ingestion,
absorption via the dermal route must be greater than 10 percent to equal or exceed the ingestion
exposure. Of the 110 compounds evaluated, available data are adequate to show greater than 10
percent dermal absorption only for pentachlorophenol (Wester et al., 1993). Therefore, the
ingestion SSL for pentachlorophenol is adjusted to account for this additional exposure (i.e., the
ingestion SSL has been divided in half to account for increased exposure via the dermal route).
Limited data suggest that dermal absorption of other semivolatile organic chemicals (e.g.,
benzo(a)pyrene) from soil may exceed 10 percent (Wester et al., 1990) but EPA believes that
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further investigation is needed. As adequate dermal absorption data are developed for such chemicals
the ingestion SSLs may need to be adjusted. EPA will provide updates on this issue as appropriate.

2.4 Inhalation of Volatiles and Fugitive Dusts

EPA toxicity data indicate that risks from exposure to some chemicals via inhalation far outweigh
the risks via ingestion; therefore, the SSLs have been designed to address this pathway as well. The
models and assumptions used to calculate SSLs for inhalation of volatiles are updates of risk
assessment methods presented in RAGS HHEM, Part B (U.S. EPA, 1991b). RAGS HHEM, Part B
evaluated the contribution to risk from the inhalation and ingestion pathways simultaneously.
Because toxicity criteria for oral exposures are presented as administered doses (in mg/kg-d) and
criteria for inhalation exposures are presented as concentrations in air (in Hg/m3), conversion of air
concentrations was required to estimate an administered dose comparable to the oral route. However,
EPA's ORD now believes that, due to portal-of-entry effects and differences in absorption in the gut
versus the lungs, the conversion from concentration in air to internal dose is not always appropriate
and suggests evaluating these exposure routes separately.

The models and assumptions used to calculate SSLs for the inhalation pathway are presented in
Equations 4 through 12, along with the default parameter values used to calculate the generic SSLs
presented in Appendix A. Particular attention is given to the volatilization factor (VF), saturation
limit (Cgy), and the dispersion portion of the VF and particulate emission factor (PEF) equations, all
of which have been revised since originally presented in RAGS HHEM, Part B. The available
chemical-specific human health benchmarks used in these equations are presented in Section 2.1.
Part 5 presents the chemical properties required by these equations, along with the rationale for their
selection and development.

2.4.1 Screening Level Equations for Direct Inhalation. Equations 4 and 5 are

used to calculate SSLs for the inhalation of carcinogenic and noncarcinogenic contaminants,
respectively. Each equation addresses volatile compounds and fugitive dusts separately for developing
screening levels based on inhalation risk for subsurface soils and surface soils.

Separate VF-based and PEF-based equations were developed because the SSL sampling strategy
addresses surface and subsurface soils separately. Inhalation risk from fugitive dusts results from
particle entrainment from the soil surface; thus contaminant concentrations in the surface soil
horizon (e.g., the top 2 centimeters) are of primary concern for this pathway. The entire column of
contaminated soil can contribute to volatile emissions at a site. However, the top 2 centimeters are
likely to be depleted of volatile contaminants at most sites. Thus, contaminant concentrations in
subsurface soils, which are measured using core samples, are of primary concern for quantifying the
risk from volatile emissions.

21



Screening Level Equation for Inhalation of Carcinogenic Contaminants
Soil

Volatile Screening Level TR x AT x 365d/yr
(mg/kg) URF x 1,000 ug/mg x EF x ED x | 1
VF
Particulate Screening Level TR x AT x 365d/yr
(mg /kg) URF x 1,000 pg/mg x EF x ED x [ 1
PEF
Parameter/Definition (units) Default
TR/target cancer risk (unitless) 10-6
AT/averaging time (yr) 70
URF/inhalation unit risk factor (ug/m3)-1 chemical-specific
EF/exposure frequency (d/yr) 350
ED/exposure duration (yr) 30
VF/soil-to-air volatilization factor (m3/kg) chemical-specific
PEF/particulate emission factor (m3/kg) 1.32 x 109

Source: RAGS HHEM, Part B (U.S. EPA, 1991b).

in Residential

“4)

Screening Level Equation for Inhalation of Noncarcinogenic Contaminants in

Residential Soil

Volatile Screening Level THQ x AT x 365d/yr
(mg/kg) BF < ED x (L L)
RfC VF
Particulate Screening Level THQ x AT x 365d/yr
(mg/kg) BF x ED « (L 1)
RfC PEF
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Parameter/Definition (units) Default
THQ/target hazard quotient (unitless) 1
AT/averaging time (yr) 30
EF/exposure frequency (d/yr) 350
ED/exposure duration (yr) 30
RfCl/inhalation reference concentration (mg/m3) chemical-specific
VF/soil-to-air volatilization factor (m3/kg) chemical-specific
PEF/particulate emission factor (m3/kg) (Equation 10) 1.32 x 109

Source: RAGS HHEM, Part B (U.S. EPA, 1991b).

To calculate inhalation SSLs, the volatilization factor and particulate emission factor must be
calculated. The derivations of VF and PEF have been updated since RAGS HHEM, Part B was
published and are discussed fully in Sections 2.4.2 and 2.4.5, respectively. The VF and PEF equations
can be broken into two separate models: models to estimate the emissions of volatiles and dusts, and

a dispersion model (reduced to the term Q/C) that simulates the dispersion of contaminants in the
atmosphere.

2.4.2 Volatilization Factor. The soil-to-air VF is used to define the relationship between the

concentration of the contaminant in soil and the flux of the volatilized contaminant to air. VF is
calculated from Equation 6 using chemical-specific properties (see Part 5) and either site-measured or
default values for soil moisture, dry bulk density, and fraction of organic carbon in soil. The User’s
Guide (U.S. EPA, 1996) describes how to develop site measured values for these parameters.

Derivation of Volatilization Factor

(6)
(3.14 x D, x T)'"?

(2 XPy, x DA)

VF (m’/kg) = Q/C x x 10 (m*/cm?)

where

("D, H" +6!”° D,)/n’]
D, =

P,K,+6, +6, H
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Parameter/Definition (units) Default Source
VF/volatilization factor (m3/kg) - -
D, /apparent diffusivity (cm2/s) - -
Q/Clinverse of the mean conc. at center of 68.81 Table 3 (for 0.5-acre source

square source (g/m2-s per kg/m3) in Los Angeles, CA)

T/exposure interval (s) 9.5 x 108 U.S. EPA (1991b)
pp/dry soil bulk density (g/cm3) 1.5 U.S. EPA (1991b)
0, /air-filled soil porosity (Lair/Lsoil) 0.28 n- 6y
n/total soil porosity (Lpore/Lsoil) 0.43 1-(po/ps)
8,/water-filled soil porosity (Lyater/Lsoil) 0.15 EQ, 1994
ps /sail particle density (g/cm3) 2.65 U.S. EPA (1991b)
D /diffusivity in air (cm2/s) chemical-specific | see Part5
H’/dimensionless Henry's law constant chemical-specific | see Part5
Dy, /diffusivity in water (cm2/s) chemical-specific | see Part5
Kq /soil-water partition coefficient (cm3/g) = K foc chemical-specific | see Part5
Kqc /s0il organic carbon-water partition coefficient (cm3/g) chemical-specific | see Part 5

foc/organic carbon content of soil (g/g)

0.006 (0.6%)

Carsel et al. (1988)

The VF equation presented in Equation 6 is based on the volatilization model developed by Jury et al.
(1984) for infinite sources and is theoretically consistent with the Jury et al. (1990) finite source
volatilization model (see Section 3.1). This equation represents a change in the fundamental
volatilization model used to derive the VF equation used in RAGS HHEM, Part B and in the
December 1994 draft Soil Screening Guidance (U.S. EPA, 1994h).

The VF equation presented in RAGS HHEM, Part B is based on the volatilization model developed by
Hwang and Falco (1986) for dry soils. During the reevaluation of RAGS HHEM, Part B, EPA
sponsored a study (see the December 1994 draft Technical Background Document, U.S. EPA, 1994i)
to validate the VF equation by comparing the modeled results with data from (1) a bench-scale
pesticide study (Farmer and Letey, 1974) and (2) a pilot-scale study measuring the rate of loss of
benzene, toluene, xylenes, and ethylbenzene from soils using an isolation flux chamber (Radian,
1989). The results of the study verified the need to modify the VF equation in Part B to take into
account the decrease in the rate of flux due to the effect of soil moisture content on effective
diffusivity (Dg;).

In the December 1994 version of this background document (U.S. EPA, 1994i), the Hwang and Falco
model was modified to account for the influence of soil moisture on the effective diffusivity using the
Millington and Quirk (1961) equation. However, inconsistencies were discovered in the modified
Hwang and Falco equations. Additionally, even a correctly modified Hwang and Falco model does not
consider the influence of the liquid phase on the local equilibrium partitioning. Consequently, EPA
evaluated the Jury model for its ability to predict emissions measured in pilot-scale volatilization
studies (Appendix C; EQ, 1995). The infinite source Jury model emission rate predictions were
consistently within a factor of 2 of the emission rates measured in the pilot-scale volatilization
studies. Because the Jury model predicts well the available measured soil contaminant volatilization
rates, eliminates the inconsistencies of the modified Hwang and Falco model, and considers the
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influence of the liquid phase on the local equilibrium partitioning, it was selected to replace the
modified Hwang and Falco model for the derivation of the VF equation.

Defaults. Other than initial soil concentration, air-filled soil porosity is the most significant soil
parameter affecting the final steady-state flux of volatile contaminants from soil (U.S. EPA, 1980).
In other words, the higher the air-filled soil porosity, the greater the emission flux of volatile
constituents. Air-filled soil porosity is calculated as:

8,=n-8, (7)
where
0, = air-filled soil porosity (La;/Lgoi1)
n = total soil porosity (Lyore/Lsoil)
8, = water-filled soil porosity (Lyater/Lsoir)
and
n=1-(py/ps) ®)
where

Pp = dry soil bulk density (g/cm3)
Ps soil particle density (g/cm3).

Of these parameters, water-filled soil porosity (0,,) has the most significant effect on air-filled soil

porosity and hence volatile contaminant emissions. Sensitivity analyses have shown that soil bulk
density (pp) has too limited a range for surface soils (generally between 1.3 and 1.7 g/cm3) to affect

results with nearly the significance of soil moisture conditions. Therefore, a default bulk density of
1.50 g/cm3, the mode of the range given for U.S. soils in the Superfund Exposure Assessment Manual
(U.S. EPA, 1988), was chosen to calculate generic SSLs. This value is also consistent with the mean
porosity (0.43) for loam soil presented in Carsel and Parrish (1988).

The default value of 8, (0.15) corresponds to an average annual soil water content of 10 weight

percent. This value was chosen as a conservative compromise between that required to achieve a
monomolecular layer of water on soil particles (approximately 2 to 5 weight percent) and that
required to reduce the air-filled porosity to zero (approximately 29 weight percent). In this manner,
nonpolar or weakly polar contaminants are desorbed readily from the soil organic carbon as water
competes for sorption sites. At the same time, a soil moisture content of 10 percent yields a
relatively conservative air-filled porosity (0.28 or 28 percent by volume). A water-filled soil
porosity (0y,) of 0.15 lies about halfway between the mean wilting point (0.09) and mean field
capacity (0.20) reported for Class B soils by Carsel et al. (1988). Class B soils are soils with moderate
hydrologic characteristics whose average characteristics are well represented by a loam soil type.

The default value of pg (2.65 g/cm3) was taken from U.S. EPA (1988) as the particle density for
most soil mineral material. The default value for f,. (0.006 or 0.6 percent) is the mean value for the
top 0.3 m of Class B soils from Carsel et al. (1988).
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2.4.3 Dispersion Model. The box model in RAGS HHEM, Part B has been replaced with a

Q/C term derived from a modeling exercise using meteorologic data from 29 locations across the
United States.

The dispersion model used in the Part B guidance is based on the assumption that emissions into a
hypothetical box will be distributed uniformly throughout the box. To arrive at the volume within
the box, it is necessary to assign values to the length, width, and height of the box. The length (LS)
was the length of a side of a contaminated site with a default value of 45 m; the width was based on
the windspeed in the mixing zone (V) with a default value of 2.25 m (based on a windspeed of 2.25
m/s); and the height was the diffusion height (DH) with a default value of 2 m.

However, the assumptions and mathematical treatment of dispersion used in the box model may not
be applicable to a broad range of site types and meteorology and do not utilize state-of-the-art
techniques developed for regulatory dispersion modeling. EPA was very concerned about the
defensibility of the box model and sought a more defensible dispersion model that could be used as a
replacement to the Part B guidance and had the following characteristics:

» Dispersion modeling from a ground-level area source
* Onsite receptor
* A long-term/annual average exposure point concentration

» Algorithms for calculating the exposure point concentration for area sources of different
sizes and shapes.

To identify such a model, EPA held discussions with the EPA Office of Air Quality Planning and
Standards (OAQPS) concerning recent efforts to develop a new algorithm for estimating ambient air
concentrations from low or ground-level, nonbuoyant sources of emissions. The new algorithm is
incorporated into the Industrial Source Complex Model (ISC2) platform in both a short-term mode
(AREA-ST) and a long-term mode (AREA-LT). Both models employ a double numerical integration
over the source in the upwind and crosswind directions. Wind tunnel tests have shown that the new
algorithm performs well with onsite and near-field receptors. In addition, subdivision of the source is
not required for these receptors.

Because the new algorithm provides better concentration estimates for onsite and for near-field
receptors, a revised dispersion analysis was performed for both volatile and particulate matter
contaminants (Appendix D; EQ, 1994). The AREA-ST model was run for 0.5-acre and 30-acre
square sources with a full year of meteorologic data for 29 U.S locations selected to be representative
of the national range of meteorologic conditions (EQ, 1993). Additional modeling runs were
conducted to address a range of square area sources from 0.5 to 30 acres in size (Table 3). The Q/C
values in Table 3 for 0.5- and 30-acre sources differ slightly from the values in Appendix D due to
differences in rounding conventions used in the final model runs.

To calculate site-specific SSLs, select a Q/C value from Table 3 that best represents a site's size and
meteorologic condition.

To develop a reasonably conservative default Q/C for calculating generic SSLs, a default site (Los
Angeles, CA) was chosen that best approximated the 90th percentile of the 29 normalized
concentrations (kg/m3 per g/m2-s). The inverse of this concentration results in a default VF Q/C
value of 68.81 g/m2-s per kg/m3 for a 0.5-acre site.
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Table 3. Q/C Values by Source Area, City, and Climatic Zone

Q/C (g/m2-s per kg/m3)

0.5 Acre 1 Acre 2 Acre 5 Acre 10 Acre 30 Acre

Zone |

Seattle 82.72 72.62 64.38 55.66 50.09 42.86

Salem 73.44 64.42 57.09 49.33 44.37 37.94
Zone |l

Fresno 62.00 54.37 48.16 41.57 37.36 31.90

Los Angeles 68.81 60.24 53.30 45.93 41.24 35.15

San Francisco 89.51 78.51 69.55 60.03 53.95 46.03
Zone 1l

Las Vegas 95.55 83.87 74.38 64.32 57.90 49.56

Phoenix 64.04 56.07 49.59 42.72 38.35 32.68

Albuquerque 84.18 73.82 65.40 56.47 50.77 43.37
Zone IV

Boise 69.41 60.88 53.94 46.57 41.87 35.75

Winnemucca 69.23 60.67 53.72 46.35 41.65 35.55

Salt Lake City 78.09 68.47 60.66 52.37 47.08 40.20

Casper 100.13 87.87 77.91 67.34 60.59 51.80

Denver 75.59 66.27 58.68 50.64 45,52 38.87
Zone V

Bismark 83.39 73.07 64.71 55.82 50.16 42.79

Minneapolis 90.80 79.68 70.64 61.03 54.90 46.92

Lincoln 81.64 71.47 63.22 54.47 48.89 41.65
Zone VI

Little Rock 73.63 64.51 57.10 49.23 44.19 37.64

Houston 79.25 69.47 61.53 53.11 47.74 40.76

Atlanta 77.08 67.56 59.83 51.62 46.37 39.54

Charleston 74.89 65.65 58.13 50.17 45.08 38.48

Raleigh-Durham 77.26 67.75 60.01 51.78 46.51 39.64
Zone VIl

Chicago 97.78 85.81 76.08 65.75 59.16 50.60

Cleveland 83.22 73.06 64.78 55.99 50.38 43.08

Huntington 53.89 47.24 41.83 36.10 32.43 27.67

Harrisburg 81.90 71.87 63.72 55.07 49.56 42.40
Zone VIII

Portland 74.23 65.01 57.52 49.57 44.49 37.88

Hartford 71.35 62.55 55.40 47.83 43.00 36.73

Philadelphia 90.24 79.14 70.14 60.59 54.50 46.59
Zone IX

Miami 85.61 74.97 66.33 57.17 51.33 43.74
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2.4.4 Soil Saturation Limit. The soil saturation concentration (Cg,) corresponds to the
contaminant concentration in soil at which the absorptive limits of the soil particles, the solubility
limits of the soil pore water, and saturation of soil pore air have been reached. Above this
concentration, the soil contaminant may be present in free phase, i.e., nonaqueous phase liquids
(NAPLs) for contaminants that are liquid at ambient soil temperatures and pure solid phases for
compounds that are solid at ambient soil temperatures.

Derivation of the Soil Saturation Limit

CsaI:pr <Kd pb + eW + H, ea)

%)

Parameter/Definition (units)

Default

Source

Csat/soil saturation concentration (mg/kg)

S/solubility in water (mg/L-water)
pp/dry soil bulk density (kg/L)

Kg/soil-water partition coefficient (L/kg)

Koc/soil organic carbon/water partition coefficient (L/kg)
foc/fraction organic carbon of soil (g/g)

B, /water-filled soil porosity (Lyater/Lsoil)
H’/dimensionless Henry's law constant

H/Henry's law constant (atm-m3/mol)
02/air-filled soil porosity (Lgjr/Lseil)
n/total soil porosity (Lpore/Lsoil)
ps/soil particle density (kg/L)

chemical-specific
1.5
Koc % foc (Organics)
chemical-specific
0.006 (0.6%)
0.15

Hx 41, where 41 is a
conversion factor
chemical-specific

0.28
0.43

2.65

see Part 5
U.S. EPA, 1991b

see Part 5
Carsel et al., 1988
EQ, 1994
U.S. EPA, 1991b

see Part 5

n- 6y

1 - pPo/Ps

U.S. EPA, 1991b

Equation 9 is used to calculate Cg,; for each site contaminant. As an update to RAGS HHEM, Part B,

this equation takes into account the amount of contaminant that is in the vapor phase in the pore
spaces of the soil in addition to the amount dissolved in the soil's pore water and sorbed to soil
particles.

Chemical-specific Cg,¢ concentrations must be compared with each volatile inhalation SSL because a

basic principle of the SSL volatilization model (Henry's law) is not applicable when free-phase
contaminants are present (i.e., the model cannot predict an accurate VF or SSL above Cg,). Thus, the

VF-based inhalation SSLs are applicable only if the soil concentration is at or below Cg,. When
calculating volatile inhalation SSLs, Cg, values also should be calculated using the same site-specific

soil characteristics used to calculate SSLs (i.e., bulk density, average water content, and organic
carbon content).

At Cgy; the emission flux from soil to air for a chemical reaches a plateau. Volatile emissions will not

increase above this level no matter how much more chemical is added to the soil. Table 3-A shows
that for compounds with generic volatile inhalation SSLs greater than Cg,, the risks at Cg,; are

significantly below the screening risk of 1 x 10-6 and an HQ of 1. Since Cg,; corresponds to maximum
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volatile emissions, the inhalation route is not likely to be of concern for those chemicals with SSLs

exceeding Cg,; concentrations.

Table 3-A. Risk Levels Calculated at Cgy; for Contaminants that have
SSLinn Values Greater than Cggay

Non-
URF RfC VF Csat Carcinogenic Carcinogenic

Chemical name (ug/m3)-1 (mg/m3) (m3/kg) (mg/kg) Risk Risk
DDT 9.7E-05 3.0E+07 4.0E+02 5.2E-07
1,2-Dichlorobenzene - 2.0E-01 1.5E+04 6.0E+02 0.2

1,4-Dichlorobenzene 8.0E-01 1.3E+04 2.8E+02 0.03

Ethylbenzene 1.0E+00 5.4E+03 4.0E+02 0.07
-HCH (3-BHC) 5.3E-04 1.3E+06 2.0E+00 3.4E-07
Styrene 1.0E+00 1.3E+04 1.5E+03 0.1
Toluene 4.0E-01 4.0E+03 6.5E+02 0.4
1,2,4-Trichlorobenzene - 2.0E-01 4.3E+04 3.2E+03 0.4
1,1,1-Trichloroethane 1.0E+00 2.2E-03 1.2E+03 0.5

Table 4 provides the physical state (i.e. liquid or solid) for various compounds at ambient soil
temperature. When the inhalation SSL exceeds Cg,; for liquid compounds, the SSL is set at Cgy. This

is because, for compounds that are liquid at ambient soil temperature, concentrations above Cgy

indicate a potential for free liquid phase contamination to be present, and the possible presence of
NAPLs. EPA believes that further investigation is warranted when free nonaqueous phase liquids may
be present in soils at a site.

Table 4. Physical State of Organic SSL Chemicals

Compounds liquid at soil temperatures Compounds solid at soil temperatures
Melting Melting
CAS No. Chemical Point CAS No. Chemical Point
) CC)
67-64-1 Acetone -94.8 83-32-9 Acenaphthene 93.4
71-43-2 Benzene 5.5 309-00-2 Aldrin 104
117-81-7 Bis(2-ethylhexyl)phthalate -55 120-12-7 Anthracene 215
111-44-4 Bis(2-chloroethyl)ether -51.9 56-55-3 Benz(a)anthracene 84
75-27-4 Bromodichloromethane -57 50-32-8 Benzo(a)pyrene 176.5
75-25-2 Bromoform 8 205-99-2 Benzo(b)fluoranthene 168
71-36-3 Butanol -89.8 207-08-9 Benzo(k)fluoranthene 217
85-68-7 Butyl benzyl phthalate -35 65-85-0 Benzoic acid 122.4
75-15-0 Carbon disulfide -115 86-74-8 Carbazole 246.2
56-23-5 Carbon tetrachloride -23 57-74-9 Chlordane 106
108-90-7 Chlorobenzene -45.2 106-47-8 p-Chloroaniline 72.5
124-48-1 Chlorodibromomethane -20 218-01-9 Chrysene 258.2
67-66-3 Chloroform -63.6 72-54-8 DDD 109.5
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Table 4. (continued)

Compounds liquid at soil temperatures Compounds solid at soil temperatures
Melting Melting
CAS No. Chemical Point CAS No. Chemical Point
@) (<)
95-57-8 2-Chlorophenol 9.8 72-55-9 DDE 89
84-74-2 Di-n-butyl phthalate -35 50-29-3 DDT 108.5
95-50-1 1,2-Dichlorobenzene -16.7 53-70-3 Dibenzo(a,h)anthracene 269.5
75-34-3 1,1-Dichloroethane -96.9 106-46-7 1,4-Dichlorobenzene 52.7
107-06-2 1,2-Dichloroethane -35.5 91-94-1 3,3-Dichlorobenzidine 132.5
75-35-4 1,1-Dichloroethylene -122.5 120-83-2 2,4-Dichlorophenol 45
156-59-2 cis-1,2-Dichloroethylene -80 60-57-1 Dieldrin 175.5
156-60-5 trans-1,2-Dichloroethylene -49.8 105-67-9 2,4-Dimethylphenol 24.5
78-87-5 1,2-Dichloropropane -70 51-28-5 2,4-Dinitrophenol 115-116
542-75-6 1,3-Dichloropropene NA 121-14-2 2,4-Dinitrotoluene 71
84-66-2 Diethylphthalate -40.5 606-20-2 2,6-Dinitrotoluene 66
117-84-0 Di-n-octyl phthalate -30 72-20-8 Endrin 200
100-41-4 Ethylbenzene -94.9 206-44-0 Fluoranthene 107.8
87-68-3 Hexachloro-1,3-butadiene -21 86-73-7 Fluorene 114.8
77-47-4 Hexachlorocyclopentadiene -9 76-44-8 Heptachlor 95.5
78-59-1 Isophorone -8.1 1024-57-3 Heptachlor epoxide 160
74-83-9 Methyl bromide -93.7 118-74-1 Hexachlorobenzene 231.8
75-09-2 Methylene chloride -95.1 319-84-6 o-HCH (a-BHC) 160
98-95-3 Nitrobenzene 5.7 319-85-7 R-HCH (3-BHC) 315
100-42-5 Styrene -31 58-89-9 y.HCH (Lindane) 1125
79-34-5 1,1,2,2-Tetrachloroethane -43.8 67-72-1 Hexachloroethane 187
127-18-4 Tetrachloroethylene -22.3 193-39-5 Indeno(1,2,3-cd)pyrene 161.5
108-88-3 Toluene -94.9 72-43-5 Methoxychlor 87
120-82-1 1,2,4-Trichlorobenzene 17 95-48-7 2-Methylphenol 29.8
71-55-6 1,1,1-Trichloroethane -30.4 621-64-7 N-Nitrosodi-n-propylamine NA
79-00-5 1,1,2-Trichloroethane -36.6 86-30-6 N-Nitrosodiphenylamine 66.5
79-01-6 Trichloroethylene -84.7 91-20-3 Naphthalene 80.2
108-05-4 Vinyl acetate -93.2 87-86-5 Pentachlorophenol 174
75-01-4 Vinyl chloride -153.7 108-95-2 Phenol 40.9
108-38-3 m-Xylene -47.8 129-00-0 Pyrene 151.2
95-47-6 o-Xylene -25.2 8001-35-2 Toxaphene 65-90
106-42-3 p-Xylene 13.2 95-95-4 2,4,5-Trichlorophenol 69
88-06-2 2,4,6-Trichlorophenol 69
115-29-7 Endosullfan 106

NA = Not available.
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When free phase liquid contaminants are suspected, Estimating the Potential for Occurrence of
DNAPL at Superfund Sites (U.S. EPA, 1992c¢) provides information on determining the likelihood
of dense nonaqueous phase liquid (DNAPL) occurrence in the subsurface. Free-phase contaminants
may also be present at concentrations lower than Cg, if multiple component mixtures are present.

The DNAPL guidance (U.S. EPA, 1992c¢) also addresses the likelihood of free-phase contaminants
when multiple contaminants are present at a site.

For compounds that are solid at ambient soil temperatures (e.g., DDT), Table 3-A indicates that the
inhalation risks are well below the screening targets (i.e., these chemicals do not appear to be of
concern for the inhalation pathway). Thus, when inhalation SSLs are above Cg, for solid compounds,

soil screening decisions should be based on the appropriate SSLs for other pathways of concern at the
site (e.g., migration to ground water, ingestion).

2.4.5 Particulate Emission Factor. The particulate emission factor relates the concentra-

tion of contaminant in soil with the concentration of dust particles in the air. This guidance addresses
dust generated from open sources, which is termed "fugitive" because it is not discharged into the
atmosphere in a confined flow stream. Other sources of fugitive dusts that may lead to higher
emissions due to mechanical disturbances include unpaved roads, tilled agricultural soils, and heavy
construction operations.

Both the emissions portion and the dispersion portion of the PEF equation have been updated since
RAGS HHEM, Part B.

As in Part B, the emissions part of the PEF equation is based on the "unlimited reservoir" model
from Cowherd et al. (1985) developed to estimate particulate emissions due to wind erosion. The
unlimited reservoir model is most sensitive to the threshold friction velocity, which is a function of
the mode of the size distribution of surface soil aggregates. This parameter has the greatest effect on
the emissions and resulting concentration. For this reason, a conservative mode soil aggregate size of
500 pm was selected as the default value for calculating generic SSLs.

The mode soil aggregate size determines how much wind is needed before dust is generated at a site. A
mode soil aggregate size of 500 um yields an uncorrected threshold friction velocity of 0.5 m/s.
This means that the windspeed must be at least 0.5 m/s before any fugitive dusts are generated.
However, the threshold friction velocity should be corrected to account for the presence of
nonerodible elements. In Cowherd et al. (1985), nonerodible elements are described as

.. clumps of grass or stones (larger than about 1 cm in diameter) on the surface (that will) consume
part of the shear stress of the wind which otherwise would be transferred to erodible soil.

Cowherd et al. describe a study by Marshall (1971) that used wind tunnel studies to quantify the
increase in the threshold friction velocity for different kinds of nonerodible elements. His results are
presented in Cowherd et al. as a graph showing the rate of corrected to uncorrected threshold friction
velocity vs. L., where L is a measure of nonerodible elements vs. bare, loose soil. Thus, the ratio of

corrected to uncorrected threshold friction velocity is directly related to the amount of nonerodible
elements in surface soils.

Using a ratio of corrected to uncorrected threshold friction velocity of 1, or no correction, is roughly
equivalent to modeling "coal dust on a concrete pad," whereas using a correction factor of 2
corresponds to a windspeed of 19 m/s at a height of 10 m. This means that about a 43-mph wind
would be required to produce any particulate emissions. Given that the 29 meteorologic data sets used
in this modeling effort showed few windspeeds at, or greater than, 19 m/s, EPA felt that it was
necessary to choose a default correction ratio between 1 and 2. A value of 1.25 was selected as a
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reasonable number that would be at the more conservative end of the range. This equates to a
corrected threshold friction velocity of 0.625 m/s and an equivalent windspeed of 11.3 m/s at a
height of 7 meters.

As with the VF model, Q/C values are needed to calculate the PEF (Equation 10); use the QC value in
Table 3 that best represents a site's size and meteorologic conditions (i.e., the same value used to
calculate the VF; see Section 2.4.2). Cowherd et al. (1985) describe how to obtain site-specific
estimates of V, U,,, U, and F(x).

Unlike volatile contaminants, meteorologic conditions (i.e., the intensity and frequency of wind)
affect both the dispersion and emissions of particulate matter. For this reason, a separate default Q/C
value was derived for particulate matter [nominally 10 pum and less (PM;)] emissions for the generic
SSLs. The PEF equation was used to calculate annual average concentrations for each of 29 sites
across the country. To develop a reasonably conservative default Q/C for calculating generic SSLs, a
default site (Minneapolis, MN) was selected that best approximated the 90th percentile
concentration.

The results produced a revised default PEF Q/C value of 90.80 g/m2-s per kg/m3 for a 0.5-acre site
(see Appendix D; EQ, 1994). The generic PEF derived using the default values in Equation 10 is 1.32
x 109 m3/kg, which corresponds to a receptor point concentration of approximately 0.76 pg/m3.
This represents an annual average emission rate based on wind erosion that should be compared with
chronic health criteria; it is not appropriate for evaluating the potential for more acute exposures.

Derivation of the Particulate Emission Factor

3,600 s/h (10)
0.036 x (1-V) x (U, /U)° x F(X)

PEF (m®/kg) = Q/C x

Parameter/Definition (units) Default Source

PEF/particulate emission factor (m3/kg) 1.32 x 109 --
QI/Clinverse of mean conc. at center of square source 90.80 Table 3 (for 0.5-acre source in

(g/m2-s per kg/m3) Minneapolis, MN)
V/fraction of vegetative cover (unitless) 0.5 (50%) U.S. EPA, 1991b
U/mean annual windspeed (m/s) 4.69 EQ, 1994
U,/equivalent threshold value of windspeed at 7 m (m/s) | 11.32 U.S. EPA, 1991b
F(x)/function dependent on U,,/U; derived using 0.194 U.S. EPA, 1991b

Cowherd et al. (1985) (unitless)

2.5 Migration to Ground Water

The methodology for calculating SSLs for the migration to ground water pathway was developed to
identify chemical concentrations in soil that have the potential to contaminate ground water.
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Migration of contaminants from soil to ground water can be envisioned as a two-stage process: (1)
release of contaminant in soil leachate and (2) transport of the contaminant through the underlying
soil and aquifer to a receptor well. The SSL methodology considers both of these fate and transport
mechanisms.

The methodology incorporates a standard linear equilibrium soil/water partition equation to estimate
contaminant release in soil leachate (see Sections 2.5.1 through 2.5.4) and a simple water-balance
equation that calculates a dilution factor to account for dilution of soil leachate in an aquifer (see
Section 2.5.5). The dilution factor represents the reduction in soil leachate contaminant
concentrations by mixing in the aquifer, expressed as the ratio of leachate concentration to the
concentration in ground water at the receptor point (i.e., drinking water well). Because the infinite
source assumption can result in mass-balance violations for soluble contaminants and small sources,
mass-limit models are provided that limit the amount of contaminant migrating from soil to ground
water to the total amount of contaminant present in the source (see Section 2.6).

SSLs are backcalculated from acceptable ground water concentrations (i.e., nonzero MCLGs, MClLs,
or HBLs; see Section 2.1). First, the acceptable ground water concentration is multiplied by a dilution
factor to obtain a target leachate concentration. For example, if the dilution factor is 10 and the
acceptable ground water concentration is 0.05 mg/L, the target soil leachate concentration would be
0.5 mg/L. The partition equation is then used to calculate the total soil concentration (i.e., SSL)
corresponding to this soil leachate concentration.

The methodology for calculating SSLs for the migration to ground water pathway was developed
under the following constraints:

. Because of the large nationwide variability in ground water vulnerability, the
methodology should be flexible, allowing adjustments for site-specific conditions if
adequate information is available.

. To be appropriate for early-stage application, the methodology needs to be simple,
requiring a minimum of site-specific data.

. The methodology should be consistent with current understanding of subsurface
processes.
. The process of developing and applying SSLs should generate information that can be

used and built upon as a site evaluation progresses.

Flexibility is achieved by using readily obtainable site-specific data in standardized equations;
conservative default input parameters are also provided for use when site-specific data are not
available. In addition, more complex unsaturated zone fate-and-transport models have been identified
that can be used to calculate SSLs when more detailed site-specific information is available or can be
obtained (see Part 3). These models can extend the applicability of SSLs to subsurface conditions that
are not adequately addressed by the simple equations (e.g., deep water tables; clay layers or other
unsaturated zone characteristics that can attenuate contaminants before they reach ground water).

The SSL methodology was designed for use during the early stages of a site evaluation when
information about subsurface conditions may be limited. Because of this constraint, the methodology
is based on conservative, simplifying assumptions about the release and transport of contaminants in
the subsurface (see Highlight 2).
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Highlight 2: Simplifying Assumptions for the Migration to Ground Water Pathway

e The source is infinite (i.e., steady-state concentrations will be maintained in ground water over the
exposure period of interest).

» Contaminants are uniformly distributed throughout the zone of contamination.

» Soil contamination extends from the surface to the water table (i.e., adsorption sites are filled in the
unsaturated zone beneath the area of contamination).

» There is no chemical or biological degradation in the unsaturated zone.
» Equilibrium soil/water partitioning is instantaneous and linear in the contaminated soil.

* The receptor well is at the edge of the source (i.e., there is no dilution from recharge downgradient of
the site) and is screened within the plume.

» The aquifer is unconsolidated and unconfined (surficial).

* Aquifer properties are homogeneous and isotropic.

» There is no attenuation (i.e., adsorption or degradation) of contaminants in the aquifer.
* NAPLs are not present at the site.

Although simplified, the SSL methodology described in this section is theoretically and operationally
consistent with the more sophisticated investigation and modeling efforts that are conducted to
develop soil cleanup goals and cleanup levels for protection of ground water at Superfund sites. SSLs
developed using this methodology can be viewed as evolving risk-based levels that can be refined as
more site information becomes available. The early use of the methodology at a site will help focus
further subsurface investigations on areas of true concern with respect to ground water quality and
will provide information on soil characteristics, aquifer characteristics, and chemical properties that
can be built upon as a site evaluation progresses.

2.5.1 Development of Soil/Water Partition Equation. The methodology used to

estimate contaminant release in soil leachate is based on the Freundlich equation, which was
developed to model sorption from liquids to solids. The basic Freundlich equation applied to the
soil/water system is:

K =Cc/Cc" (1)
d S W
where

K4 = Freundlich soil/water partition coefficient (L/kg)

C, = concentration sorbed on soil (mg/kg)
Cw = solution concentration (mg/L)
n = Freundlich exponent (dimensionless).
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Assuming that adsorption is linear with respect to concentration (n=1)* and rearranging to
backcalculate a sorbed concentration (Cs):

Cs=(Kqg) Cy (12)
For SSL calculation, C,, is the target soil leachate concentration.

Adjusting Sorbed Soil Concentrations to Total Concentrations. To develop a
screening level for comparison with contaminated soil samples, the sorbed concentration derived
above (C) must be related to the total concentration measured in a soil sample (Cy). In a soil sample,
contaminants can be associated with the solid soil materials, the soil water, and the soil air as follows
(Feenstra et al., 1991):

M; =M + M, + M, (13)
where
M, = total contaminant mass in sample (mg)
M = contaminant mass sorbed on soil materials (mg)
M,,= contaminant mass in soil water (mg)
M, = contaminant mass in soil air (mg).
Furthermore,
Mt:Ct Po Vspv (14)
Ms:Cs Py Vspa (15)
M,, = Cy, eWVSpv (16)
and
where
P, = dry soil bulk density (kg/L)
Vg = sample volume (L)
0, = water-filled porosity (Lyater/Lsoil)
C, = concentration on soil pore air (mg/Ls;)

D
|

a = air-filled soil porosity (Lg;/Lsoit)-

For contaminated soils (with concentrations below Cg,;), C, may be determined from C,, and the
dimensionless Henry's law constant (H') using the following relationship:

C,=C, H' (18)

* The linear assumption will tend to overestimate sorption and underestimate desorption for most organics at higher
concentrations (i.e., above 10-5> M for organics) (Piwoni and Banerjee, 1989).
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thus

M, =C, H 8, Vg, 19)
Substituting into Equation 13:
Cp,+C,H0,+C,H'B, (20)
C,
Pop
or
e, +06,H’ (21)
c.=C,-C,|——
Pp
Substituting into Equation 12 and rearranging:
Soil-Water Partition Equation for Migration to Ground Water Pathway: Inorganic
Contaminants
8, +0,H' (22)
Ct Cw Kd +
Pp
Parameter/Definition (units) Default Source

Ci/screening level in soil (mg/kg)

C/target soil leachate concentration
(mg/L)

Kg/soil-water partition coefficient (L/kg)

0, /water-filled soil porosity (Lwater/Lsoil)

B, /air-filled soil porosity (Lair/Lsoil)

n/total soil porosity (Lpore/Lsoil)

pp/dry soil bulk density (kg/L)

ps/soil particle density (kg/L)

H’/dimensionless Henry's law constant

H/Henry's law constant (atm-m3/mol)

(nonzero MCLG, MCL,
or HBL) x 20 DAF

chemical-specific
0.3 (30%)
0.13
0.43
1.5
2.65

Hx 41, where 41 is a
conversion factor

chemical-specific

Table 1 (nonzero MCLG, MCL); Section
2.5.6 (DAF for 0.5-acre source)

see Part 5

U.S. EPA/ORD
n- 6y

1-pn/ps

U.S. EPA, 1991b
U.S. EPA, 1991b
U.S. EPA, 1991b

see Part 5
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Equation 22 is used to calculate SSLs (total soil concentrations, C;) corresponding to soil leachate
concentrations (Cy,) equal to the target contaminant soil leachate concentration. The equation

assumes that soil water, solids, and gas are conserved during sampling. If soil gas is lost during
sampling, 6, should be assumed to be zero. Likewise, for inorganic contaminants except mercury,

there is no significant vapor pressure and H' may be assumed to be zero.

The User’s Guide (U.S. EPA, 1996) describes how to develop site-specific estimates of the soil
parameters needed to calculate SSLs. Default soil parameter values for the partition equation are the
same as those used for the VF equation (see Section 2.4.2) except for average water-filled soil
porosity (8y). A conservative value (0.15) was used in the VF equation because the model is most

sensitive to this parameter. Because migration to ground water SSLs are not particularly sensitive to
soil water content (see Section 2.5.7), a value that is more typical of subsurface conditions (0.30) was
used. This value is between the mean field capacity (0.20) of Class B soils (Carsel et al., 1988) and
the saturated volumetric water content for loam (0.43).

K4 varies by chemical and soil type. Because of different influences on Ky values, derivations of Ky
values for organic compounds and metals were treated separately in the SSL methodology.

2.5.2 Organic Compounds—Partition Theory. Past research has demonstrated that,

for hydrophobic organic chemicals, soil organic matter is the dominant sorbing component in soil
and that Ky is linear with respect to soil organic carbon content (OC) as long as OC is above a critical

level (Dragun, 1988). Thus, K4 can be normalized with respect to soil organic carbon to K, a
chemical-specific partitioning coefficient that is independent of soil type, as follows:
K4 =Ko foc (23)
where
Koc= organic carbon partition coefficient (L/kg)
fOC

= fraction of organic carbon in soil (mg/mg)

Substituting into Equation 22:

Soil-Water Partition Equation for Migration to Ground Water Pathway: Organic
Contaminants

B, + 0,H" 24)
Py

Ct = CW (Koc foc) +
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Parameter/Definition (units)

Default

Source

Ci/screening level in soil mg/kg)
Cy/target leachate concentration (mg/L)

Koc/soil organic carbon-water partition
coefficient (L/kg)
foc/organic carbon content of soil (kg/kg)

B, /water-filled soil porosity (Lyater/Lsoil)
0 /air-filled soil porosity (Lair/Lsoil)
n/total soil porosity (Lpore/Lsoil)

pp/dry soil bulk density (kg/L)

ps/soil particle density (kg/L)
H’/dimensionless Henry's law constant

H/Henry's law constant (atm-m3/mol)

(nonzero MCLG, MCL,
or HBL) x 20 DAF

chemical-specific

0.002 (0.2%)
0.3 (30%)
0.13
0.43
1.5
2.65

H x 41, where 41 is a
conversion factor

chemical-specific

Table 1 (MCL, nonzero MCLG); Section
2.5.6 (DAF for a 0.5-acre source)

see Part 5

Carsel et al., 1988
U.S. EPA/ORD
n- 6y
1-pu/ps
U.S. EPA, 1991b
U.S. EPA, 1991b
U.S. EPA, 1991b

see Part 5

Part 5 of this document provides K,. values for organic chemicals and describes their development.

The critical organic carbon content, f,.* , represents OC below which sorption to mineral surfaces

begins to be significant. This level is likely to be variable and to depend on both the properties of the
soil and of the chemical sorbate (Curtis et al., 1986). Attempts to quantitatively relate f,.* to such

properties have been made (see McCarty et al., 1981), but at this time there is no reliable method for
estimating f,.* for specific chemicals and soils. Nevertheless, research has demonstrated that, for

volatile halogenated hydrocarbons, f,.* is about 0.001, or 0.1 percent OC, for many low-carbon soils
and aquifer materials (Piwoni and Banerjee, 1989; Schwarzenbach and Westall, 1981).

If soil OC is below this critical level, Equation 24 should be used with caution. This is especially true
if soils contain significant quantities of fine-grained minerals with high sorptive properties (e.g.,
clays). If sorption to minerals is significant, Equation 24 will underpredict sorption and overpredict
contaminant concentrations in soil pore water. However, this f,.* level is by no means the case for
all soils; Abdul et al. (1987) found that, for certain organic compounds and aquifer materials, sorption
was linear and could be adequately modeled down to f,. = 0.0003 by considering K, alone.

For soils with significant inorganic and organic sorption (i.e., soils with f,. < 0.001), the following
equation has been developed (McCarty et al., 1981; Karickhoff, 1984):

I<d = (Koc foc) + (Kio fio) (25)
where
Ko = soil inorganic partition coefficient
o = fraction of inorganic material

f,
fiO—"—fOC = 1
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Although this equation is considered conceptually valid, K;, values are not available for the subject
chemicals. Attempts to estimate K;, values by relating sorption on low-carbon materials to

properties such as clay-size fraction, clay mineralogy, surface area, or iron-oxide content have not
revealed any consistent correlations, and semiquantitative methods are probably years away (Piwoni
and Banerjee, 1989). However, Piwoni and Banerjee developed the following empirical correlation
(by linear regression, r2= (0.85) that can be used to estimate K4 values for hydrophobic organic

chemicals from K, for low-carbon soils:

log K4 =1.01 log K,y - 0.36 (26)
where

Kow = octanol/water partition coefficient.

The authors indicate that this equation should provide a K4 estimate that is within a factor of 2 or 3
of the actual value for nonpolar sorbates with log K,y < 3.7. This K4 estimate can be used in
Equation 22 for soils with f,. values less than 0.001. If sorption to inorganics is not considered for

low-carbon soils where it is significant, Equation 24 will underpredict sorption and overpredict
contaminant concentrations in soil pore water (i.e., it will provide a conservative estimate).

The use of fixed K,. values in Equation 24 is valid only for hydrophobic, nonionizing organic

chemicals. Several of the organic chemicals of concern ionize in the soil environment, existing in
both neutral and ionized forms within the normal soil pH range. The relative amounts of the ionized
and neutral species are a function of pH. Because the sorptive properties of these two forms differ, it
is important to consider the relative amounts of the neutral and ionized species when determining
K, values at a particular pH. Lee et al. (1990) developed a theoretically based algorithm, developed
from thermodynamic equilibrium equations, and demonstrated that the equation adequately predicts
laboratory-measured K, values for pentachlorophenol (PCP) and other ionizing organic acids as a

function of pH.

The equation assumes that sorbent organic carbon determines the extent of sorption for both the
ionized and neutral species and predicts the overall sorption of a weak organic acid (K, ) as follows:

I<oc,p = Koc,n q)n + KOC,i (1 -® n ) (27)
where
Koens Koci = sorption coefficients for the neutral and ionized species (L/kg)
>, = (1 + 10pH - pKa )-1
pKa = acid dissociation constant.

This equation was used to develop K,. values for ionizing organic acids as a function of pH, as

described in Part 5. The User’s Guide (U.S. EPA, 1996) provides guidance on conducting site-specific
measurements of soil pH for estimating K,. values for ionizing organic compounds. Because a

national distribution of soil pH values is not available, a median U.S. ground water pH (6.8) from the
STORET database (U.S. EPA, 1992a) is used as a default soil pH value that is representative of
subsurface pH conditions.
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2.5.3 Inorganics (Metals)—Partition Theory. Equation 22 is used to estimate SSLs for
metals for the migration to ground water pathway. The derivation of K4 values is much more
complicated for metals than for organic compounds. Unlike organic compounds, for which K4 values
are largely controlled by a single parameter (soil organic carbon), K4 values for metals are
significantly affected by a variety of soil conditions. The most significant parameters are pH,
oxidation-reduction conditions, iron oxide content, soil organic matter content, cation exchange
capacity, and major ion chemistry. The number of significant influencing parameters, their
variability in the field, and differences in experimental methods result in a wide range of Ky values for
individual metals reported in the literature (over 5 orders of magnitude). Thus, it is much more
difficult to derive generic K4 values for metals than for organics.

The K4 values used to generate SSLs for Ag, Ba, Be, Cd, Cr*3, Cu, Hg, Ni, and Zn were developed
using an equilibrium geochemical speciation model (MINTEQ2). The values for As, Cré*, Se, and Th
were taken from empirical, pH-dependent adsorption relationships developed by EPA/ORD. Metal
K4 values for SSL application are presented in Part 5, along with a description of their development
and limitations. As with the ionizing organics, K4 values are selected as a function of site-specific soil
pH, and metal K4 values corresponding to a pH of 6.8 are used as defaults where site-specific pH
measurements are not available.

2.5.4 Assumptions for Soil/Water Partition Theory. The following assumptions are

implicit in the SSL partitioning methodology. These assumptions and their implications for SSL
accuracy should be read and understood before using this methodology to calculate SSLs.

I. There is no contaminant loss due to volatilization or degradation. The source is
considered to be infinite; i.e., these processes do not reduce soil leachate concentrations
over time. This is a conservative assumption, especially for smaller sites.

2. Adsorption is linear with concentration. The methodology assumes that adsorption
is independent of concentration (i.e., the Freundlich exponent = 1). This has been
reported to be true for various halogenated hydrocarbons, polynuclear aromatic
hydrocarbons, benzene, and chlorinated benzenes. In addition, this assumption is valid at
low concentrations (e.g., at levels close to the MCL) for most chemicals. As
concentrations increase, however, the adsorption isotherm can depart from the linear.

Studies on trichloroethane (TCE) and chlorobenzene indicate that departure from linear
is in the nonconservative direction, with adsorbed concentrations being lower than
predicted by a linear isotherm. However, adequate information is not available to
establish nonlinear adsorption isotherms for the chemicals of interest. Furthermore, since
the SSLs are derived at relatively low target soil leachate concentrations, departures from
the linear at high concentrations do not significantly influence the accuracy of the
results.

3. The system is at equilibrium with respect to adsorption. This ignores
adsorption/desorption kinetics by assuming that the soil and pore water concentrations
are at equilibrium levels. In other words, the pore-water residence time is assumed to be
longer than the time it takes for the system to reach equilibrium conditions.

This assumption is comnservative. If equilibrium conditions are not met, the
concentration in the pore water will be less than that predicted by the methodology. The
kinetics of adsorption are not adequately understood for a sufficient number of chemicals
and site conditions to consider equilibrium kinetics in the methodology.
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4. Adsorption is reversible. The methodology assumes that desorption processes operate
in the same way as adsorption processes, since most of the K,. values are measured by
adsorption experiments rather than by desorption experiments. In actuality, desorption
is slower to some degree than adsorption and, in some cases, organics can be irreversibly
bound to the soil matrix. In general, the significance of this effect increases with K,y

This assumption is conservative. Slower desorption rates and irreversible sorption will
result in lower pore-water concentrations than that predicted by the methodology. Again,
the level of knowledge on desorption processes is not sufficient to consider desorption
kinetics and degree of reversibility for all of the subject chemicals.

2.5.5 Dilution/Attenuation Factor Development. As contaminants in soil leachate

move through soil and ground water, they are subjected to physical, chemical, and biological
processes that tend to reduce the eventual contaminant concentration at the receptor point (i.e.,
drinking water well). These processes include adsorption onto soil and aquifer media, chemical
transformation (e.g., hydrolysis, precipitation), biological degradation, and dilution due to mixing of
the leachate with ambient ground water. The reduction in concentration can be expressed succinctly
by a DAF, which is defined as the ratio of contaminant concentration in soil leachate to the
concentration in ground water at the receptor point. When calculating SSLs, a DAF is used to
backcalculate the target soil leachate concentration from an acceptable ground water concentration
(e.g., MCLQG). For example, if the acceptable ground water concentration is 0.05 mg/L and the DAF
is 10, the target leachate concentration would be 0.5 mg/L.

The SSL methodology addresses only one of these dilution-attenuation processes: contaminant
dilution in ground water. A simple equation derived from a geohydrologic water-balance relationship
has been developed for the methodology, as described in the following subsection. The ratio factor
calculated by this equation is referred to as a dilution factor rather than a DAF because it does not
consider processes that attenuate contaminants in the subsurface (i.e., adsorption and degradation
processes). This simplifying assumption was necessary for several reasons.

First, the infinite source assumption results in all subsurface adsorption sites being eventually filled
and no longer available to attenuate contaminants. Second, soil contamination extends to the water
table, eliminating attenuation processes in the unsaturated zone. Additionally, the receptor well is
assumed to be at the edge of the source, minimizing the opportunity for attenuation in the aquifer.
Finally, chemical-specific biological and chemical degradation rates are not known for many of the
SSL chemicals; where they are available they are usually based on laboratory studies under simplified,
controlled conditions. Because natural subsurface conditions such as pH, redox conditions, soil
mineralogy, and available nutrients have been shown to markedly affect natural chemical and
biological degradation rates, and because the national variability in these properties is significant and
has not been characterized, EPA does not believe that it is possible at this time to incorporate these
degradation processes into the simple site-specific methodology for national application.

If adsorption or degradation processes are expected to significantly attenuate contaminant
concentrations at a site (e.g., for sites with deep water tables or soil conditions that will attenuate
contaminants), the site manager is encouraged to consider the option of using more sophisticated
fate and transport models. Many of these models can consider adsorption and degradation processes
and can model transient conditions necessary to consider a finite source size. Part 3 of this document
presents information on the selection and use of such models for SSL application.
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The dilution factor model assumes that the aquifer is unconfined and unconsolidated and has
homogeneous and isotropic properties. Unconfined (surficial) aquifers are common across the
country, are vulnerable to contamination, and can be used as drinking water sources by local residents.
Dilution model results may not be applicable to fractured rock or karst aquifer types. The site
manager should consider use of more appropriate models to calculate a dilution factor (or DAF) for
such settings.

In addition, the simple dilution model does not consider facilitated transport. This ignores processes
such as colloidal transport, transport via solvents other than water (e.g., NAPLs), and transport via
dissolved organic matter (DOM). These processes have greater impact as K, (and hence, K,)
increases. However, the transport via solvents other than water is operative only if certain site-
specific conditions are present. Transport by DOM and colloids has been shown to be potentially
significant under certain conditions in laboratory and field studies. Although much research is in
progress on these processes, the current state of knowledge is not adequate to allow for their
consideration in SSL calculations.

If there is the potential for the presence of NAPLs in soils at the site or site area in question, SSLs
should not be used for this area (i.e., further investigation is required). The Cg,; equation (Equation 9)

presented in Section 2.4.4 can be used to estimate the contaminant concentration at which the
presence of pure-phase NAPLs may be suspected for contaminants that are liquid at soil temperature.
If NAPLs are suspected in site soils, refer to U.S. EPA (1992c¢) for additional guidance on how to
estimate the potential for DNAPL occurrence in the subsurface.

Dilution Model Development. EPA evaluated four simple water balance models to adjust

SSLs for dilution in the aquifer. Although written in different terms, all four options reviewed can be
expressed as the same simple water balance equation to calculate a dilution factor, as follows:

Option 1 (ASTM):

dilution factor = (1 + Uy, d/IL) (28)
where

ow = Darcy ground water velocity (m/yr)
mixing zone depth (m)

infiltration rate (m/yr)

= length of source parallel to flow (m).

o= a C
I

For Darcy velocity:

Ugw = Ki (29)
where
K = aquifer hydraulic conductivity (m/yr)
i = hydraulic gradient (m/m).
Thus

dilution factor = 1 + (Kid/IL) 30)
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Option 2 (EPA Ground Water Forum):
dilution factor = (Q,, + Q)/Q, 31)
where

Qp = percolation flow rate (m3/yr)
Qa aquifer flow rate (m3/yr)

For percolation flow rate:

Q,=1A 32)
where
A = facility area (m2) = WL.
For aquifer flow rate:
Qa = WdKi 33)
where
W = width of source perpendicular to flow (m)
d = mixing zone depth (m).
Thus

dilution factor = (IA + WdKi)/IWL

=1+ (Kid/IL) (34)
Option 3 (Summers Model):
Cw =(Qp C)/(Qp + Qa) (3%)
where
Cyw = ground water contaminant concentration (mg/L)
G = soil leachate concentration (mg/L)
given that

C, = Cy/dilution factor
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1/dilution factor = Qp/(Q, + Qa)
or
dilution factor = (Qp + Qa)/Q, (see Option 2)

Option 4 (EPA ORD/RSKERL):

dilution factor = (Q, + Qa)/Q, = RX/RL (36)

where

R recharge rate (m/yr) = infiltration rate (I, m/yr)

X = distance from receptor well to ground water divide (m)
(Note that the intermediate equation is the same as Option 2.)
This option is a longer-term option that is not considered further in this analysis because valid X
values are not currently available either nationally or for specific sites. EPA is considering
developing regional estimates for these parameters.
Dilution Model Input Parameters. As shown, all three options for calculating

contaminant dilution in ground water can be expressed as the same equation:

Ground Water Dilution Factor

dilution factor = 1 + (Kid/IL) 37)

Parameter/Definition (units)

K/aquifer hydraulic conductivity (m/yr)
i’/hydraulic gradient (m/m)

d/mixing zone depth (m)

I/infiltration rate (m/yr)

L/source length parallel to ground water flow (m)

Mixing Zone Depth (d). Because of its dependence on the other variables, mixing zone depth is
estimated with the method used for the MULTIMED model (Sharp-Hansen et al., 1990). The
MULTIMED estimation method was selected to be consistent with that used by EPA's Office of Solid
Waste for the EPA Composite Model for Landfills (EPACML). The equation for estimating mixing
zone depth (d) is as follows:

d = (20,L)05 +d, {1 - exp[(-LD)/(Vnedy)]} (38)
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where

ay = vertical dispersivity (m/m)

Vs = horizontal seepage velocity (m/yr)

n, = effective aquifer porosity (Lpore/Laquifer)
d, = aquifer depth (m).

The first term, (2a,L)0-5, estimates the depth of mixing due to vertical dispersivity (dgy) along the
length of ground water travel. Defining the point of compliance with ground water standards at the

downgradient edge of the source, this travel distance becomes the length of the source parallel to flow
L. Vertical dispersivity can be estimated by the following relationship (Gelhar and Axness, 1981):
o, =0.056 a 39)

where

op = longitudinal dispersivity = 0.1 x,
Xy horizontal distance to receptor (m).

Because the potential receptor is assumed to have a well at the edge of the facility, x, = L and
o, =0.0056 L (40)
Thus

day = (0.0112 L2)05 (41)

The second term, d, {1 - exp[(-LI) / (Vin.d,)]}, estimates the depth of mixing due to the downward
velocity of infiltrating water, d;,. In this equation, the following substitution may be made:

V, =Ki/n, (42)
SO

diy = da {1 - exp[(-LD/(Kid,)]} (43)

Thus, mixing zone depth is calculated as follows:

d=dqy +dy (44)

Estimation of Mixing Zone Depth

d = (0.0112 L2)05 + d, {1 - exp[(-L1)/(Kido)]} (45)
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Parameter/Definition (units)

d/mixing zone depth (m)

L/source length parallel to ground water flow (m)
I/infiltration rate (m/yr)

K/aquifer hydraulic conductivity (m/yr)
da/aquifer thickness (m)

Incorporation of this equation for mixing zone depth into the SSL dilution equation results in five
parameters that must be estimated to calculate dilution: source length (L), infiltration rate (I), aquifer
hydraulic conductivity (K), aquifer hydraulic gradient (i), and aquifer thickness (d,). Aquifer thickness
also serves as a limit for mixing zone depth. The User’s Guide (U.S. EPA, 1996) describes how to
develop site-specific estimates for these parameters. Parameter definitions and defaults used to
develop generic SSLs are as follows:

. Source Length (L) is the length of the source (i.e., area of contaminated soil) parallel to
ground water flow and affects the flux of contaminant released in soil leachate (IL) as well as
the depth of mixing in the aquifer. The default option for this parameter assumes a square,
0.5-acre contaminant source. This default was changed from 30 acres in response to
comments to be more representative of actual contaminated soil sources (see Section 1.3.4).
Increasing source area (and thereby area) may result in a lower dilution factor. Appendix A
includes an analysis of the conservatism associated with the 0.5-acre source size.

. Infiltration Rate (I). Infiltration rate times the source area determines the amount of
contaminant (in soil leachate) that enters the aquifer over time. Thus, increasing infiltration
decreases the dilution factor. Two options can be used to generate infiltration rate estimates
for SSL calculation. The first assumes that infiltration rate is equivalent to recharge. This is
generally true for uncontrolled contaminated soil sites but would be conservative for capped
sites (infiltration < recharge) and nonconservative for sites with an additional source of
infiltration, such as surface impoundments (infiltration > recharge). Recharge estimates for
this option can be obtained from Aller et al. (1987) by hydrogeologic setting, as described in
Section 2.5.6.

The second option is to use the HELP model to estimate infiltration, as was done for OSW's
EPACML and EPA's Composite Model for Leachate Migration with Transformation
Products (EPACMTP) modeling efforts. The Soil Screening Guidance (U.S. EPA, 1995c¢)
provides information on obtaining and using the HELP model to estimate site-specific
infiltration rates.

. Aquifer Parameters. Aquifer parameters needed for the dilution factor model include
hydraulic conductivity (K, m/yr), hydraulic gradient (i, m/m), and aquifer thickness (d,, m).
The User’s Guide (U.S. EPA, 1996) describes how to develop aquifer parameter estimates for
calculating a site-specific dilution factor.

2.5.6 Default Dilution-Attenuation Factor. EPA has selected a default DAF of 20 to
account for contaminant dilution and attenuation during transport through the saturated zone to a
compliance point (i.e., receptor well). At most sites, this adjustment will more accurately reflect a
contaminant's threat to ground water resources than assuming a DAF of 1 (i.e., no dilution or
attenuation). EPA selected a DAF of 20 using a "weight of evidence" approach. This approach

46



considers results from OSW's EPACMTP model as well as results from applying the SSL dilution
model described in Section 2.5.5 to 300 ground water sites across the country.

The default DAF of 20 represents an adjustment from the DAF of 10 presented in the December
1994 draft Soil Screening Guidance (U.S. EPA, 1994h) to reflect a change in default source size from
30 acres to 0.05 acre. A DAF of 20 is protective for sources up to 0.5 acre in size. Analyses
presented in Appendix A indicate that it can be protective of larger sources as well. However, this
hypothesis should be examined on a case-by-case basis before applying a DAF of 20 to sources larger
than 0.5 acre.

EPACMTP Modeling Effort. One model considered during selection of the default DAF is

described in Background Document for EPA's Composite Model for Leachate Migration with
Transformation Products (U.S. EPA, 1993a). EPACMTP has a three-dimensional module to simulate
ground water flow that can account for mounding under waste sites. The model also has a three-
dimensional transport module and both linear and nonlinear adsorption in the unsaturated and
saturated zones and can simulate chain decay, thus allowing the simulation of the formation and the
fate and transport of daughter (transformation) products of degrading chemicals. The model can also
be used to simulate a finite source scenario.

EPACMTP is comprised of three main interconnected modules:

. An unsaturated zone flow and contaminant fate and transport module
. A saturated zone ground water flow and contaminant fate and transport module
. A Monte Carlo driver module, which generates model parameters from nationwide

probability distributions.

The unsaturated and saturated zone modules simulate the migration of contaminants from initial
release from the soil to a downgradient receptor well. More information on the EPACMTP model is
provided in Appendix E.

EPA has extensively verified both the unsaturated and saturated zone modules of the EPACMTP
against other available analytical and numerical models to ensure accuracy and efficiency. Both the
unsaturated zone and the saturated zone modules of the EPACMTP have been reviewed by the EPA
Science Advisory Board and found to be suitable for generic applications such as the derivation of
nationwide DAFs.

EPACMTP Model Inputs (SSL Application). For nationwide Monte Carlo model

applications, the input to the model is in the form of probability distributions of each of the model
input parameters. The output from the model consists of the probability distribution of DAF values,
representing the likelihood that the DAF will not be less than a certain value. For instance, a 90th
percentile DAF of 10 means that the DAF will be 10 or higher in at least 90 percent of the cases.

For each model input parameter, a probability distribution is provided, describing the nationwide
likelihood that the parameter has a certain value. The parameters are divided into four main groups:

. Source-specific parameters, e.g., area of the waste unit, infiltration rate
. Chemical-specific parameters, e.g., hydrolysis constants, organic carbon partition
coefficient
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. Unsaturated zone-specific parameters, e.g., depth to water table, soil hydraulic
conductivity

. Saturated zone-specific parameters, e.g., saturated zone thickness, ambient ground
water flow rate, location of nearest receptor well.

Probability distributions for each parameter used in the model have been derived from nationwide
surveys of waste sites, such as EPA's landfill survey (53 FR 28692). During the Monte Carlo
simulation, values for each model parameter are randomly drawn from their respective probability
distributions. In the calculation of the DAFs for generic SSLs, site data from over 1,300 municipal
landfill sites in OSW's Subtitle D Landfill Survey were used to define parameter ranges and
distributions. Each combination of randomly drawn parameter values represents one out of a
practically infinite universe of possible waste sites. The fate and transport modules are executed for
the specific set of model parameters, yielding a corresponding DAF value. This procedure is repeated,
typically on the order of several thousand times, to ensure that the entire universe of possible
parameter combinations (waste sites) is adequately sampled. In the derivation of DAFs for generic
SSLs, the model simulations were repeated 15,000 times for each scenario investigated. At the
conclusion of the analysis, a cumulative frequency distribution of DAF values was constructed and
plotted.
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Figure 3. Migration to ground water pathway—EPACMTP modeling
effort.

EPA assumed an infinite waste source of fixed area for the generic SSL modeling scenario. EPA chose
this relatively conservative assumption because of limited information on the nationwide distribution
of the volumes of contaminated soil sources. For the SSL modeling scenario, EPA performed a
number of sensitivity analyses consisting of fixing one parameter at a time to determine the
parameters that have the greatest impact on DAFs. The results of the sensitivity analyses indicate
that the climate (net precipitation), soil types, and size of the contaminated area have the greatest
effect on the DAFs. The EPA feels that the size of the contaminated area lends itself most readily to
practical application to SSLs.

To calculate DAFs for the SSL scenario, the receptor point was taken to be a domestic drinking water

well located on the downgradient edge of the contaminated area. The location of the intake point
(receptor well screen) was assumed to vary between 15 and 300 feet below the water table (these
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values are based on empirical data reflecting a national sample distribution of depth of residential
drinking water wells). The location of the intake point allows for mixing within the aquifer. EPA
believes that this is a reasonable assumption because there will always be some dilution attributed to
the pumping of water for residential use from an aquifer. The horizontal placement of the well was
assumed to vary uniformly along the center of the downgradient edge of the source within a width of
one-half of the width of the source. Degradation and retardation of contaminants were not
considered in this analysis. Figure 3 is a schematic showing aspects of the subsurface SSL conceptual
model used in the EPACMTP modeling effort. Appendix E is the background document prepared by
EPA/OSW for this modeling effort.

EPACMTP Model Results. The results of the EPACMTP analyses indicate a DAF of about

170 for a 0.5-acre source at the 90th percentile protection level (Table 5). If a 95th percentile
protection level is used, a DAF of 7 is protective for a 0.5-acre source.

Table 5. Variation of DAF with Size of Source Area for SSL EPACMTP
Modeling Effort

DAF
Area (acres) 85th 90th 95th
0.02 1.42E+07 2.09E+05 946
0.04 9.19E+05 2.83E+04 211
0.11 5.54E+04 2.74E+03 44
0.23 1.16E+04 644 15
0.50 2.50E+03 170 7.0
0.69 1.43E+03 120 4.5
1.1 668 60 3.1
1.6 417 38 2.5
1.8 350 33 2.3
3.4 159 18 1.7
4.6 115 13 1.6
11.5 41 5.5 1.2
23 21 3.5 1.2
30 16 3.0 1.1
46 12 2.4 1.1
69 8.7 2.0 1.1

Dilution Factor Modeling Effort. To gain further information on the national range and
distribution of DAF values, EPA also applied the simple SSL water balance dilution model to ground
water sites included in two large surveys of hydrogeologic site investigations. These were American
Petroleum Institute's (API's) hydrogeologic database (HGDB) and EPA's database of conditions at
Superfund sites contaminated with DNAPL.

The HGDB contains the results of a survey sponsored by API and the National Water Well
Association (NWWA) to determine the national variability in simple hydrogeologic parameters
(Newell et al., 1989). The survey was conducted to validate EPA's use of the EPACML model as a
screening tool for the land disposal of hazardous wastes. The survey involved more than 400 ground
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water professionals who submitted data on aquifer characteristics from field investigations at actual
waste sites and other ground water projects. The information was compiled in HGDB, which is
available from API and is included in OASIS, an EPA-sponsored ground water decision support
system. Newell et al. (1990) also present these data as "national average" conditions and by
hydrogeologic settings based on those defined by Aller et al. (1987) for the DRASTIC modeling
effort. Aller et al. (1987) defined these settings within the overall framework defined by Heath's
ground water regions (Heath, 1984). The HGDB estimates of hydraulic conductivity and hydraulic
gradient show reasonable agreement with those in Aller et al. (1987), which serves as another source
of estimates for these parameters.

The SSL dilution factor model (including the associated mixing zone depth model) requires estimates
for five parameters:

= aquifer thickness (m)

= length of source parallel to flow (m)
= infiltration rate (m/yr)

= aquifer hydraulic conductivity (m/yr)
= hydraulic gradient (m/m).

~ R e

Dilution factors were calculated by individual HGDB or DNAPL site to retain as much site-correlated
parameter information as possible. The HGDB contains estimates of aquifer thickness (d,), aquifer
hydraulic conductivity (K), and aquifer hydraulic gradient (i) for 272 ground water sites. The aquifer
hydraulic conductivity estimates were examined for these sites, and sites with reported values less
than 5 x 10-5 cm/s were culled from the database because formations with lower hydraulic
conductivity values are not likely to be used as drinking water sources. In addition, sites in fractured
rock or solution limestone settings were removed because the dilution factor model does not
adequately address such aquifers. This resulted in 208 sites remaining in the HGDB. The DNAPL site
database contains 92 site estimates of seepage velocity (v/), which can be related to hydraulic
conductivity and hydraulic gradient by the following relationship:

v =Ki/n, (46)
where

n, = effective porosity.

Effective porosity (n.) was assumed to be 0.35, which is representative of sand and gravel aquifers
(the most prevalent aquifer type in the HGDB). Thus, for the DNAPL sites, 0.35xv was substituted
for Ki in the dilution factor equation.

Estimates of the other parameters required for the modeling effort are described below. Site-specific
values were used where available. Because the modeling effort uses a number of site-specific modeling
results to determine a nationwide distribution of dilution factors, typical values were used to estimate
parameters for sites without site-specific estimates.

Source Length (L). The contaminant source (i.e., area of soil contamination) was assumed

to be square. This assumption may be conservative for sites with their longer dimensions
perpendicular to ground water flow or nonconservative for sites with their longer dimensions parallel
to ground water flow. The source length was calculated as the square root of the source area for the
source sizes in question. To cover a range of contaminated soil source area sizes, five source sizes
were modeled: 0.5 acre, 10 acres, 30 acres, 60 acres, and 100 acres.
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Infiltration Rate (I). Infiltration rate estimates were not available in either database.

Recharge estimates for individual hydrogeologic settings from Aller et al. (1987) were used as
infiltration estimates (i.e., it was assumed that infiltration = recharge). Because of differences in
database contents, it was necessary to use different approaches to obtaining recharge/infiltration
estimates for the HGDB and DNAPL sites.

The HGDB places each of its sites in one of the hydrogeologic settings defined by Aller et al. (1987).
A recharge estimate for each HGDB site was simply extracted for the appropriate setting from Aller
et al. The median of the recharge range presented was used (Table 6).

The DNAPL database does not contain sufficient hydrogeologic information to place each site into
the Aller et al. settings. Instead, each of the 92 DNAPL sites was placed in one of Heath's ground
water regions. The sites were found to lie within five hydrogeologic regions: nonglaciated central,
glaciated central, piedmont/blue ridge, northeast and superior uplands, and Atlantic/Gulf coastal plain.
Recharge was estimated for each region by averaging the median recharge value from all
hydrogeologic settings except for those with steep slopes. The appropriate Heath region recharge
estimate was then used for each DNAPL site in the dilution factor calculations.

Aquifer Parameters. All aquifer parameters needed for the SSL dilution model are included

in the HGDB. Because hydraulic conductivity and gradient are included in the seepage velocity
estimates in the DNAPL site database, only aquifer thickness was unknown for these sites. Aquifer
thickness for all DNAPL sites was set at 9.1 m, which is the median value for the "national average"
condition in the HGDB (Newell et al., 1990).

Dilution Modeling Results. Table 7 presents summary statistics for the 92 DNAPL

sites, the 208 HGDB sites, and all 300 sites. One can see that the HGDB sites generally have lower
dilution factors than the DNAPL sites, although the absolute range in values is greater in the HGDB.
However, the available information for these sites is insufficient to fully explain the differences in
these data sets. The wide range of dilution factors for these sites reflects the nationwide variability in
hydrogeologic conditions affecting this parameter. The large difference between the average and
geometric mean statistics indicates a distribution skewed toward the lower dilution factor values. The
geometric mean represents a better estimate of the central tendency of such skewed distributions.
Appendix F presents the dilution modeling inputs and results for the HGDB and DNAPL sites,
tabulated by individual site.

Selection of the Default DAF. The default DAF was selected considering the evidence of

the national DAF and dilution factor estimates described above. A DAF of 10 was selected in the
December 1994 draft Soil Screening Guidance to be protective of a 30-acre source size. The
EPACMTP model results showed a DAF of 3 for 30 acres at the 90th percentile. The SSL dilution
model results have geometric mean dilution factors for a 30-acre source of 10 and 7 for DNAPL sites
and HGDB sites, respectively. In a weight of evidence approach, more weight was given to the results
of the DNAPL sites because they are representative of the kind of sites to which SSLs are likely to be
applied. Considering the conservative assumptions in the SSL dilution factor model (see Section
2.5.5), and the conservatism inherent in the soil partition methodology (see Section 2.5.4), EPA
believes (1) that these results support the use of a DAF of 10 for a 30-acre source, and (2) that this
DAF will protect human health from exposure through this pathway at most Superfund sites across
the Nation
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Table 6. Recharge Estimates for DNAPL Site Hydrogeologic Regions

Recharge (m/yr) Recharge (m/yr)
Hydrogeologic setting Min. Max. Avg. Hydrogeologic setting Min. Max. Avg.
Nonglaciated Central (Region 6) Piedmont/Blue Ridge (Region 8)
Alluvial Mountain Valleys 0.10 0.18 0.14 Alluvial Mountain Valleys 0.18 0.25 0.22
Alter. SS/LS/Sh., Thin Soil 0.10 0.18 0.14 Regolith 0.10 0.18 0.14
Alter. SS/LS/Sh., Deep Regolith 0.10 0.18 0.14 River Alluvium 0.18 0.25 0.22
Solution Limestone* 0.25 0.38 0.32 Mountain Crests 0.00 0.05 0.03
Alluvium w/ Overbank Deposits 0.18 0.25 0.22 Swamp/Marsh 0.10 0.18 0.14
Alluvium w/o Overbank Deposits 0.18 0.25 0.22 Overall Average: 0.15
Braided River Deposits 0.10 0.18 0.14
Triassic Basins 0.10 0.18 0.14 Northeast & Superior Uplands (Region 9)
Swamp/Marsh 0.10 0.18 0.14 Alluvial Mountain Valleys 0.18 0.25 0.22
Met./lg. Domes & Fault Blocks 0.00 0.05 0.03 Till Over Crystalline Bedrock 0.18 0.25 0.22
Unconsol./Semiconsol. Aquifers 0.00 0.05 0.03 Glacial Till Over Outwash 0.18 0.25 0.22
Overall Average: 0.15 Outwash* 0.25 0.38 0.32
Moraine 0.18 0.25 0.22
Alluvium w/ Overbank Deposits 0.18 0.25 0.22
Glaciated Central (Region 7) Alluvium w/o Overbank Deposits* 0.25 0.38 0.32
Glacial Till Over Bedded Rock 0.10 0.18 0.14 Swamp/Marsh 0.10 0.18 0.14
Glacial Till Over Outwash 0.10 0.18 0.14 Bedrock Uplands 0.10 0.18 0.14
Glacial Till Over Sol. Limestone 0.10 0.18 0.14 Glacial Lake/Marine Deposits 0.10 0.18 0.14
Glacial Till Over Sandstone 0.10 0.18 0.14 Beaches, B. Ridges, Dunes* 0.25 0.38 0.32
Glacial Till Over Shale 0.10 0.18 0.14 Overall Average: 0.22
Outwash 0.18 0.25 0.22
Outwash Over Bedded Rock* 0.25 0.38 0.32
Outwash Over Solution Limestone* 0.25 0.38 0.32 Atlantic/Gulf Coastal Plain (Region 10)
Moraine 0.18 0.25 0.22 Regional Aquifers 0.00 0.05 0.03
Buried Valley 0.18 0.25 0.22 Un./Semiconsol. Surficial Aquifer* 0.25 0.38 0.32
Alluvium w/ Overbank Deposits 0.10 0.18 0.14 Alluvium w/ Overbank Deposits 0.18 0.25 0.22
Alluvium w/o Overbank Deposits* 0.25 0.38 0.32 Alluvium w/o Overbank Deposits* 0.25 0.38 0.32
Glacial Lake Deposits 0.10 0.18 0.14 Swamp* 0.25 0.38 0.32
Thin Till Over Bedded Rock 0.18 0.25 0.22 Overall Average: 0.24
Beaches, B. Ridges, Dunes* 0.25 0.38 0.32
Swamp/Marsh 0.10 0.18 0.14
Overall Average: 0.20

Source: Aller et al. (1987); hydrogeologic regions from Heath (1984).
*0.25 mt0 0.38 m (9.8 in to 15 in) used as recharge range for 25+ m setting values from Aller et al. (1987).
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Table 7. SSL Dilution Factor Model Results: DNAPL and HGDB Sites

Source area (acres)

0.5 10 30 100 600
DNAPL Sites (92)
Geomean 34 15 10 6 4
Average 321 138 80 44 19
10th percentile 3 2 1 1 1
25th percentile 8 4 3 2 1
Median 30 13 8 5 3
75th percentile 140 60 35 20 9
90th percentile 336 144 84 46 20
HGDB sites (208)
Geomean 16 10 7 5 3
Average 958 829 561 371 159
10th percentile 2 1 1 1 1
25th percentile 3 2 1 1 1
Median 10 6 5 3 2
75th percentile 56 30 19 12 5
90th percentile 240 134 90 51 21
All 300 sites
Geomean 20 11 8 6 3
Average 763 617 414 271 116
10th percentile 2 1 1 1 1
25th percentile 4 2 2 1 1
Median 15 8 5 4 2
75th percentile 70 35 23 13 6
90th percentile 292 144 88 49 21

DNAPL = DNAPL Site Survey (EPA/OERR).
HGDB = Hydrogeologic database (API).

To adjust the 30-acre DAF for a 0.5-acre source, EPA considered the geomean 0.5-acre dilution
factors for the DNAPL sites (34), HGDB sites (16), and all 300 sites (20). A default DAF of 20 was
selected as a conservative value for a 0.5-acre source size.

This value also reflects the ratio between 0.5-acre and 30-acre geomean and median dilution factors
calculated for the HGDB sites (2.2 and 2.0, respectively). The HGDB data reflect the influence of
source size on actual dilution factors more accurately than the DNAPL site data because the HGDB
includes site-specific estimates of aquifer thickness. As shown in the following section, aquifer
thickness has a strong influence on the effect of source size on the dilution factor since it provides an
upper limit on mixing zone depth. Increasing source area increases infiltration, which lowers the
dilution factor, but also increases mixing zone depth, which increases the dilution factor. For an
infinitely thick aquifer, these effects tend to cancel each other, resulting in similar dilution factors
for 0.5 and 30 acres. Thin aquifers limit mixing depth for larger sources; thus the added infiltration
predominates and lowers the dilution factors for the larger source. Since the DNAPL dilution factor
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analyses use a fixed aquifer depth, they tend to overestimate the reduction in dilution factors that
result from a smaller source.

2.5.7 Sensitivity Analysis. A sensitivity analysis was conducted to examine the effects of
site-specific parameters on migration to ground water SSLs. Both the partition equation and the
dilution factor model were considered in this analysis. Because an adequate database of national
distributions of these parameters was not available, a nominal range method was used to conduct the
analysis. In this analysis, independent parameters were selected and each was taken to maximum and
minimum values while keeping all other parameters at their nominal, or default, values.

Overall, SSLs are most sensitive to changes in the dilution factor. As shown in Table 7, the 10th to
90th percentile dilution factors vary from 2 to 292 for the 300 DNAPL and HGDB sites. Much of
this variability can be attributed to the wide range of aquifer hydraulic conductivity across the Nation.
In contrast, the most sensitive parameter in the partition equation (f,.) only affects the SSL by a

factor of 1.5.

Partition Equation. The partition equation requires the following site-specific inputs: fraction

organic carbon, average annual soil moisture content, and soil bulk density. Although volumetric soil
moisture content is somewhat dependent on bulk density (in terms of the porosity available to be
filled with water), calculations were conducted to ensure that the parameter ranges selected do not
result in impossible combinations of these parameters. Because the effects of the soil parameters on
the SSLs are highly dependent on chemical properties, the analysis was conducted on four organic
chemicals spanning the range of these properties: chloroform, trichloroethylene, naphthalene, and
benzo(a)pyrene.

The range used for soil moisture conditions was 0.02 to 0.43 L water/L soil. The lower end of this
range represents a likely residual moisture content value for sand, as might be found in the drier
regions of the United States. The higher value (0.43) represents full saturation conditions for a loam
soil. The range of bulk density (1.25 to 1.75) was obtained from the Patriot soils database, which
contains bulk density measurements for over 20,000 soil series across the United States.

Establishing a range for subsurface organic carbon content (f,.) was more difficult. In spite of an

extensive literature review and contacts with soil scientists, very little information was found on the
distribution of this parameter with depth in U.S. soils. The range used was 0.001 to 0.003 g carbon / g
soil. The lower limit represents the critical organic carbon content below which the partition
equation is no longer applicable. The upper limit was obtained from EPA's Environmental Research
Laboratory in Ada, Oklahoma, as an expert opinion. Generally, soil organic carbon content falls off
rapidly with depth. Since the typical value used as an SSL default for surface soils is 0.006, and 0.002
is used for subsurface soils, this limited range is consistent with the other default assumptions used in
the Soil Screening Guidance.

The results of the partition equation sensitivity analysis are shown in Table 8.

For volatile chemicals, the model is somewhat sensitive to water content, with up to 54 and 19
percent change in SSLs for chloroform and trichloroethylene, respectively. The model is less
sensitive to bulk density, with a high percent change of 18 for chloroform and 14 for
trichloroethylene. Organic carbon content has the greatest effect on SSLs for all chemicals except
chloroform. As expected, the effect of f,. increases with increasing K,.. The greatest effect was seen
for benzo(a)pyrene whose SSL showed a 50 percent increase at an f,. of 0.03. An f,. of 0.005 will

increase the benzo(a)pyrene SSL by 150 percent.
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Table 8. Sensitivity Analysis for SSL Partition Equation

Chloroform Trichloroethylene Naphthalene Benzo(a)pyrene
SSL Percent SSL Percent SSL Percent SSL Percent
Parameter assignments (mg/kg) change (mg/kg) change (mg/kg) change (mg/kg) change
All default parameter values 0.59 — 0.057 — 84 — 8 —
Less conservative parameter value
Organic carbon 0.67 14 0.074 29 124 48 12 50
Bulk density 0.69 18 0.065 14 85 1 8 0
Soil moisture 0.74 26 0.062 9 86 2 8 0
More conservative parameter value
Organic carbon 0.51 -14 0.040 -29 44 -48 4 -50
Bulk density 0.51 -13 0.051 -10 83 -1 8 0
Soil moisture 0.27 -54 0.046 -19 80 -4 8 0
Conservatism
Input parameters Less Nominal More
Fraction org. carbon 0.003 0.002 0.001
(9/9)
Bulk density (kg/L) 1.25a 1.50 1.75b
Average soil moisture 0.43 0.30 0.02
(L/L)
an=0.53;q94=0.23.
bn=0.34; g, = 0.04.
Chemical-specific parameters Chloroform Trichloroethylene Naphthalene Benzo(a)pyrene
Koc 3.98E+01 1.66E+02 2.00E+03 1.02E+06
H’ 1.50E-01 4.22E-01 1.98E-02 4.63E-05
Cw 2.0c 0.1c 20d 0.004c¢

¢ MCL x 20 DAF.
d HBL (HQ=1) x 20 DAF.
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Dilution Factor. Site-specific parameters for the dilution factor model include aquifer hydraulic
conductivity (K), hydraulic gradient (i), infiltration rate (I), aquifer thickness (d), and source length
parallel to ground water flow (L). Because they are somewhat dependent, hydraulic conductivity and
hydraulic gradient were treated together as Darcy velocity (K x i). The parameter ranges used for the
dilution factor analysis represent the 10th and 90th percentile values taken from the HGDB and
DNAPL site databases, with the geometric mean serving as the nominal value, as shown in Table 9.

Source length was varied by assuming square sources of 0.5 to 30 acres in size. Bounding estimates
were conducted for each of these source sizes.

The results in Table 9 show that Darcy velocity has the greatest effect on the dilution factor, with a
range of dilution factors from 1.2 to 85 for a 30-acre source and 2.1 to 263 for a 0.5-acre source.
Infiltration rate has the next highest effect, followed by source size and aquifer thickness. Note that
aquifer thickness has a profound effect on the influence of source size on the dilution factor. Thick
aquifers show no source size effect because the increase in infiltration flux from a larger source is
balanced by the increase in mixing zone depth, which increases dilution in the aquifer. For very thin
aquifers, the mixing zone depth is limited by the aquifer thickness and the increased infiltration flux
predominates, decreasing the dilution factor for larger sources.

2.6 Mass-Limit Model Development

This section describes the development of models to solve the mass-balance violations inherent in
the infinite source models used to calculate SSLs for the inhalation and migration to ground water
exposure pathways. The models developed are not finite source models per se, but are designed for
use with the current infinite source models to provide a lower, mass-based limit for SSLs for the
migration to ground water and inhalation exposure pathways for volatile and leachable contaminants.
For each pathway, the mass-limit model calculates a soil concentration that corresponds to the
release of all contaminants present within the source, at a constant health-based concentration, over
the duration of exposure. These mass-based concentration limits are used as a minimum
concentration for each SSL; below this concentration, a receptor point concentration time-averaged
over the exposure period cannot exceed the health-based concentration on which it is based.

2.6.1 Mass Balance Issues. Infinite source models are subject to mass balance violations

under certain conditions. Depending on a compound's volatility and solubility and the size of the
source, modeled volatilization or leaching rates can result in a source being depleted in a shorter time
than the exposure duration (or the flux over a 30- or 70-year duration would release a greater mass of
contaminants than are present). Several commenters to the December 1994 draft Soil Screening
Guidance expressed concern that it is unrealistic for total emissions over the duration of exposure to
exceed the total mass of contaminants in a source. Using the soil saturation concentration (Cg,) and

a 5- to 10-meter contaminant depth, one commentor calculated that mass balance would be violated
by the SSL volatilization model for 25 percent of the SSL chemicals.

Short of finite source modeling, the limitations of which in soil screening are discussed in the draft
Technical Background Document for Soil Screening Guidance (U.S. EPA, 1994i), there were two
options identified for addressing mass-balance violations within the soil screening process:

. Shorten the exposure duration to a value that would reflect mass
limitations given the volatilization rate calculated using the current
method
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Table 9. Sensitivity Analysis for SSL Dilution Factor Model

Dilution Factor

Source area Mixing depth (m)
Parameter Ratio of 0.5-
assignments 30-acre 0.5-acre acre/30-acre 30-acre 0.5 acre
All central parameters 5.2 15 2.9 12 5.1
Less conservative
Darcy velocity 85 263 3.1 12 4.8
Aquifer thickness 15 15 1.0 40 5.1
Infiltration rate 39 118 3.0 12 4.8
More conservative
Darcy velocity 1.2 2.1 1.8 12 12
Aquifer thickness 2.1 9.1 4.3 3.0 3.0
Infiltration rate 3.2 8.7 2.7 12 5.5

Conservatism

Input parameters Less Nominal More
Darcy velocity (DV, m/yr) 442 22 0.8
Aquifer thickness (da, m) 46 12 3
Infiltration rate (m/yr) 0.02 0.18 0.35

Parameter sources
Percentile DVa (m/yr) dab (m)

10th 0.8 3.0
25th 4 5.5
50th 22 11
75th 121 23
90th 442 46
Average: 800 28
Geomean: 22 12

a 300 DNAPL & HGDB sites.
b 208 HGDB sites.
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Change the volatilization rate to a value corresponding to the uniform
release of the total mass of contaminants over the period of exposure.

The latter approach was taken in the draft Risk-Based Corrective Action (RBCA) screening
methodology developed by the American Society for Testing and Materials (ASTM) (ASTM, 1994).
As stated on page B6 of the RBCA guidance (B.6.6.6):

In the event that the time-averaged flux exceeds that which would occur if all
chemicals initially present in the surficial soil zone volatilized during the exposure
period, then the volatilization factor is determined from a mass balance assuming that
all chemical initially present in the surficial soil zone volatilizes during the exposure

period.

This was selected over the exposure duration option because it is reasonably conservative for
screening purposes (obviously, more contaminant cannot possibly volatilize from the soil) and it
avoided the uncertainties associated with applying the current models to estimate source depletion

rates.

In summary, the mass-limit approach offers the following advantages:

It corrects the possible mass-balance violation in the infinite-source
SSLs.

It does not require development of a finite source model to calculate
SSLs.

It is appropriate for screening, being based on the conservative
assumption that all of the contaminant present leaches or volatilizes
over the period of exposure.

It is easy to develop and implement, requiring only very simple
algebraic equations and input parameters that are, with the exception
of source depth, already used to calculate SSLs.

The derivation of these models is described below. It should be noted that the American Industrial
Health Council (AIHC) independently developed identical models to solve the mass-balance violation
as part of their public comments on the Soil Screening Guidance.

2.6.2 Migration to Ground Water Mass-Limit Model. For the migration to ground

water pathway, the mass of contaminant leached from a contaminant source over a fixed exposure
duration (ED) period can be calculated as

where

M;=Cy xI x Ag x ED 47)

mass of contaminant leached (g)
leachate contaminant concentration (mg/L or g/m3)
infiltration rate (m/yr)

= source area (m2)

exposure duration (yr).
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The total mass of contaminants present in a source can be expressed as

Mt = C; xpp x Ag x dg (48)
where

Mt = total mass of contaminant present (g)

C; = total soil contaminant concentration (mg/kg or g/Mg, dry basis)
Py = dry soil bulk density (kg/L or Mg/m3)
A; = source area (m2)

d; = source depth (m).

To avoid a mass balance violation, the mass of contaminant leached cannot exceed the total mass of
contaminants present (i.e., M; cannot exceed Mt). Therefore, the maximum possible contaminant

mass that can be leached from a source (assuming no volatilization or degradation) is Mt and the
upper limit for M; is

M, =Mt

or

CWXIXASXED:CIXpbeSde

Rearranging to solve for the total soil concentration (C;) corresponding to this situation (i.e.,
maximum possible leaching)

Mass-Limit Model for Migration to Ground Water Pathway

Ci=(Cy x I x ED)/(pp x dy) (49)

Parameter/Definition (units) Default
Ci/screening level in soil (mg/kg) -
Cy/target soil leachate concentration (mg/L) (nonzero MCLG, MCL, or HBL) x 20 DAF

I/infiltration rate (m/yr) site-specific
ED/exposure duration (yr) 70
pp/dry soil bulk density (kg/L) 1.5
ds/average source depth (m) site-specific

59



This soil concentration (C;) represents a lower limit for soil screening levels calculated for the

migration to ground water pathway. It represents the soil concentration corresponding to complete
release of soil contaminants over the ED time period at a constant soil leachate concentration (C,).

Below this C;, the soil leachate concentration averaged over the ED time period cannot exceed C,,.

2.6.3 Inhalation Mass-Limit Model. The volatilization factor (VF) is basically the ratio

of the total soil contaminant concentration to the air contaminant concentration. VF can be
calculated as

VF = (Q/C) x (Cro/Jgave) x 10-10 m2kg/cm2mg (50)
where
VF = volatilization factor (m3/kg)

Q/C = inverse concentration factor for air dispersion (g/m2-s per kg/m3)
Cro = total soil contaminant concentration at t=0 (mg/kg or g/Mg, dry basis)

Jgave = average rate of contaminant flux from the soil to the air (g/cm?2-s).

The total amount of contaminant contained within a finite source can be written as

M; = C1o x pp x Ag x dg (51)
where

M; = total mass of contaminant within the source (g)

Cro = total soil contaminant concentration at t=0 (mg/kg or g/Mg, dry basis)
Pb soil dry bulk density (kg/L = Mg/m3)

Ay = area of source (m2)

ds = depth of source (m).

If all of the contaminant contained within a finite source is volatilized over a given averaging time
period, the average volatilization flux can be calculated as

Jave = My/[(Ag x 104 cm2/m2) x (T x 3.15E7 s/yr)] (52)
where
T = exposure period (yr).

Substituting Equation 51 for M; in Equation 52 yields

Jave = (Cpo x pp x dg) / (104 em2/m2 x T x 3.15E7 s/yr) (53)

Rearranging Equation 53 yields
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Cro/Jave = (104 cm2/m2 x T x 3.15E7 s/yr)/(py x ds) (54)

Substituting Equation 54 into Equation 50 yields

Mass-Limit Model for Inhalation of Volatiles

VF = (Q/C) x [(T x 3.15E7 s/yr)/(pp x ds x 106 g/Mg)] (55)
Parameter/Definition (units) Default
VF/volatilization factor (m3/kg) -
QI/Clinverse of mean conc. at center of source (g/m2-s per kg/ms3) Table 3
T/exposure interval (yr) 30
pp/dry soil bulk density (kg/L) 1.5
di/average source depth (m) site-specific

If the VF calculated using an infinite source volatilization model for a given contaminant is less than
the VF calculated using Equation 55, then the assumption of an infinite source may be too
conservative for that specific contaminant at that source. Consequently, VF, as calculated in
Equation 55, could be considered a minimum value for VF.

2.7 Plant Uptake

Commentors have raised concerns that the ingestion of contaminated produce from homegrown
gardens may be a significant exposure pathway. EPA evaluated empirical data on plant uptake,
particularly the data presented in the Technical Support Document for Land Application of Sewage
Sludge, often referred to as the "Sludge Rule" (U.S. EPA, 1992d).

EPA found that empirical plant uptake-response slopes were available for selected metals but that
available data were insufficient to estimate plant uptake of organics. In an effort to obtain additional
empirical data, EPA has jointly funded research with the State of California on plant uptake of
organic contaminants. These studies support ongoing revisions to the indirect, multimedia exposure
model CalTOX.

The Sludge Rule identified six metals of concern with empirical plant uptake data: arsenic, cadmium,
mercury, nickel, selenium, and zinc. Plant uptake-response slopes were given for seven plant
categories such as grains and cereals, leafy vegetables, root vegetables, and garden fruits. EPA
evaluated the study conditions (e.g., soil pH, application matrix) and methods (e.g., geometric mean,
default values) used to calculate the plant uptake-response slopes for each plant category and
determined that the geometric mean slopes were generally appropriate for calculating SSLs for the
soil-plant-human exposure pathway.

However, the geometric mean of empirical uptake-response slopes from the Sludge Rule must be

interpreted with caution for several reasons. First, the dynamics of sludge-bound metals may differ
from the dynamics of metals at contaminated sites. For example, the empirical data were derived
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from a variety of studies at different soil conditions using different forms of the metal (i.e., salt vs.
nonsalt). In studies where the application matrix was sludge, the adsorption power of sludge in the
presence of calcium ions may have reduced the amount of metal that is bioavailable to plants and,
therefore, plant uptake may be greater in non-sludge-amended soils.

In addition to these confounding conditions, default values of 0.001 were assigned for plant uptake in
studies where the measured value was below 0.001. A default value was needed to calculate the
geometric mean uptake-response slope values. Moreover, considerable study-to-study variability is
shown in the plant uptake-response slope values (up to 3 orders of magnitude for certain plant/metal
combinations). This variability could result from varying soil characteristics or experimental
conditions, but models have not been developed to relate changes in plant uptake to such conditions.
Thus, the geometric mean values represent "typical" values from the experiments; actual values at
specific sites could show marked variation depending on soil composition, chemistry, and/or plant

type.

OERR has used the information in the Sludge Rule to identify six metals (arsenic, cadmium, mercury,
nickel, selenium, and zinc) of potential concern through the soil-plant-human exposure pathway for
consideration on a site-specific basis. The fact that these metals have been identified should not be
misinterpreted to mean that other contaminants are not of potential concern for this pathway.
Other EPA offices are looking at empirical data and models for estimating plant uptake of organic
contaminants from soils and OERR will incorporate plant uptake of organics once these efforts are
reviewed and finalized.

Methods for evaluating the soil-plant-human pathway are presented in Appendix G. Generic
screening levels are calculated based on the uptake factors (i.e., bioconcentration factors [Br])
presented in the Sludge Rule. Generic plant SSLs are compared with generic SSLs based on direct
ingestion as well as levels of inorganics in soil that have been reported to cause phytotoxicity (Will
and Suter, 1994). Although site-specific factors such as soil type, pH, plant type, and chemical form
will determine the significance of this pathway, the results of our analysis suggest that the soil-plant-
human pathway may be of particular concern for sites with soils contaminated with arsenic or
cadmium. Likewise, the potential for phytotoxicity will be greatly influenced by site-specific factors;
however, the data presented by Will and Suter (1994) suggest that, with the exception of arsenic, the
levels of inorganics that are considered toxic to plants are well below the levels that may impact
human health via the soil-plant-human pathway.

2.8 Intrusion of Volatiles into Basements: Johnson and Ettinger Model

Concern about the potential impact of contaminated soil on indoor air quality prompted EPA to
consider the Johnson and Ettinger (1991) model, a heuristic model for estimating the intrusion rate
of contaminant vapors from soil into buildings. The model is a closed-form analytical solution for
both convective and diffusive transport of vapor-phase contaminants into enclosed structures located
above the contaminated soil. The model may be solved for both steady-state (i.e., infinite source) or
quasi-steady-state (i.e., finite source) conditions. The model incorporates a number of key
assumptions, including no leaching of contaminant to ground water, no sinks in the building, and well-
mixed air volume within the building.

To evaluate the effects of using the Johnson and Ettinger model on SSLs for volatile organic
contaminants, EPA contracted Environmental Quality Management, Inc. (EQ), to construct a case
example to estimate a high-end exposure point concentration for residential land use (Appendix H;
EQ and Pechan, 1994). The case example models a contaminant source relatively close or directly
beneath a building where the soil beneath the building is very permeable and the building is
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underpressurized, tending to pull contaminants into the basement. Where possible and appropriate,
values of model variables were taken directly from Johnson and Ettinger (1991). Using both steady-
state and quasi-steady-state formulations, building air concentrations of each of 42 volatile SSL
chemicals were calculated. The inverses of these concentrations were substituted into the inhalation
SSL equations (Equations 4 or 5) as an indoor volatilization factor (VF,400) to calculate carcinogenic

or noncarcinogenic SSLs based on migration of contaminants into basements (i.e., "indoor
inhalation" SSLs).

Results showed a difference of up to 2 orders of magnitude between the steady-state and quasi-steady-
state results for the indoor inhalation SSLs. Infinite source indoor inhalation SSLs were less than the
corresponding "outdoor" inhalation SSLs by as much as 3 orders of magnitude for highly volatile
constituents. For low-volatility constituents, the difference was considerably less, with no difference
in the indoor and outdoor SSLs in some cases. The EQ study also indicated that the most important
input parameters affecting long-term building concentration (and thus the SSL) are building
ventilation rate, distance from the source (i.e., source-building separation), soil permeability to vapor
flow, and source depth. For lower-permeability soils, the number and size of cracks in the basement
walls may be more significant, although this was not a significant variable for the permeable soils
considered in the study.

EPA decided against using the Johnson and Ettinger model to calculate generic SSLs due to the
sensitivity of the model to parameters that do not lend themselves to standardization on a national
basis (e.g., source depth, the number and size of cracks in basement walls). In addition, the only
formal validation study identified by EPA compares model results with measured radon
concentrations from a highly permeable soil. Although these results compare favorably, it is not
clear how applicable they are to less permeable soils and compounds not already present in soil as a
gas (as radon is).

The model can be applied on a site-specific basis in conjunction with the results of a soil gas survey.
Where land use is currently residential, a soil gas survey can be used to measure the vapor phase
concentrations at the foundation of buildings, thereby eliminating the need to model partitioning of
contaminants, migration from the source to the basement, and soil permeability.

For future use scenarios, although some site-specific data are available, the difficulties are similar to
those encountered with generic application of the model. Predictions must be made regarding the
distance from the source to the basement and the permeability of the soil, basement floor, and walls.
EQ's report models the potential impact of placing a structure directly above the source. Depending
on the permeability of the surrounding soils, the results suggest that the level of residual
contamination would have to be extremely low to allow for such a scenario. Distance from the source
can have a dramatic impact on the results and should be considered in more detailed investigations
involving future residential use scenarios.
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Part 3: MODELS FOR DETAILED ASSESSMENT

The Soil Screening Guidance addresses the inhalation and migration to ground water exposure
pathways with simple equations that require a small number of easily obtained soil parameters,
meteorologic conditions, and hydrogeologic parameters. These equations incorporate a number of
conservative simplifying assumptions—an infinite source, no fractionation between pathways, no
biological or chemical degradation, no adsorption—conditions that can be addressed with more
complicated models. Applying such models will more accurately define the risk of exposure via the
inhalation or the migration to ground water pathway and, depending on site conditions, can lead to
higher SSLs that are still protective. However, input data requirements and modeling costs make this
option more expensive to implement than the SSL equations.

This part of the Technical Background Document presents information on the selection and use of
more complex fate and transport models for calculating SSLs. Generally, the decision to use these
models will involve balancing costs: if the models and assumptions used to develop simple site-
specific SSLs are overly conservative with respect to site conditions (e.g., a thick unsaturated zone),
the additional cost and time required to apply these models may be offset by the potential cost
savings associated with higher, but still protective, SSLs.

Sections 3.1 and 3.2 include information on equations and models that can accommodate finite
contaminant sources and fractionate contaminants between pathways (e.g., VLEACH and EMSOFT)
and predict the subsequent impact on either ambient air or ground water. However, when using a
finite source model, the site manager should recognize the uncertainties inherent in site-specific
estimates of subsurface contaminant distributions and use conservative estimates of source size and
concentrations to allow for such uncertainties. In addition, model predictions should be validated
against actual site conditions to the extent possible.

3.1 Inhalation of Volatiles: Detailed Models

Developing SSLs for the inhalation of volatiles involves calculating a site-specific volatilization
factor (VF) and dispersion factor (Q/C). This section provides a brief description of finite source
volatilization models with potential applicability to SSL development and information on site-
specific application of the AREA-ST dispersion model for estimating the Q/C values needed to
calculate both VF and PEF. It should not be viewed as an official endorsement of these models (other
volatilization models may be available with applicability to SSL development).

3.1.1 Finite Source Volatilization Models. To identify suitable models for addressing a

finite contaminant source, EPA contracted Environmental Quality Management, Inc. (EQ), to
conduct a preliminary evaluation of a number of soil volatilization models, including volatilization
models developed by Hwang and Falco (1986), as modified by EQ (1992), and by Jury et al. (1983,
1984, and 1990) and VLEACH, a multipathway model developed primarily to assess exposure
through the ground water pathway. Study results (EQ and Pechan, 1994) show reasonable agreement
(within a factor of 2) between emission predictions using the modified Hwang and Falco or Jury
models, but consistently lower predictions from VLEACH. However, Shan and Stephens (1995)
discovered an error in the VLEACH calculation of the apparent diffusivity, which has been
subsequently corrected. The corrected VLEACH model, version 2.2, appears to provide emission
estimates similar to the Jury and the modified Hwang and Falco models. The revised VLEACH (v.2.2)
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program is available from the Center for Subsurface Modeling Support (CSMOS) at EPA's
Environmental Research Laboratory in Ada, Oklahoma (WWW.EPA.GOV/ADA/ CSMOS.HTML),
and is discussed further in Section 3.2.

For certain contaminant conditions, Jury et al. (1990) present a simplified equation (Jury's Equation
B1) for estimating the flux of a contaminant from a finite source of contaminated soil. The
following assumptions were used to derive this simplified flux equation:

Uniform soil properties (e.g., homogeneous average soil water content, bulk density,
porosity, and fraction organic carbon)

Instantaneous linear equilibrium adsorption
Linear equilibrium liquid-vapor partitioning (Henry's law)
Uniform initial contaminant incorporation at t=0

Chemicals in a dissolved form only (i.e., soil contaminant concentrations are below
Csat)

No boundary layer thickness at ground level (no stagnant air layer)
No water evaporation or leaching
No chemical reactions, biodegradation, or photolysis

ds >> (4Dt)1/2 (ramifications of this are discussed below).

Under these assumptions, the Jury et al. (1990) simplified finite source model is

and

where

T, = Co(DA/TE) V2 1-exp(-d2/4D st)] (56)

contaminant flux at ground surface (g/cm2-s)
uniform contaminant concentration at t=0 (g/cm3)
apparent diffusivity (cm2/s)

3.14
time (s)
depth of uniform soil contamination at t=0 (cm),

Dy =[(8,193 D; H' + 8,107 Dy)/n2]/(pp Ky + 6, + 8 H') (57)

air-filled soil porosity (L,;/Lsoi) =n - By

total soil porosity (Lpore/Lsoil) =1 - (Pp/Ps)
water-filled soil porosity (Lyater/Lsoil) = WP/ Pw
soil dry bulk density (g/cm3)

soil particle density (g/cm3)

average soil moisture content (g/g)
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pw = water density (g/cm3)
= diffusivity in air (cm?2/s)

H’ = dimensionless Henry's law constant = 41 x HLC
HLC = Henry's law constant (atm-m3/mol)

D,, = diffusivity in water (cm?2/s)
soil-water partition coefficient (cm3/g) = K, fo.
K, = soil organic carbon partition coefficient (cm3/g)
organic carbon content of soil (g/g).

A
|

£
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To estimate the average contaminant flux over 30 years, the time-dependent contaminant flux
must be solved for various times and the results averaged. A simple computer program or
spreadsheet can be used to calculate the instantaneous flux of contaminants at set intervals and
numerically integrate the results to estimate the average contaminant flux. However, the time-step
interval must be small enough (e.g., 1-day intervals) to ensure that the cumulative loss through
volatilization is less than the total initial mass. Inadequate time steps can lead to mass-balance
violations.

To address this problem, EPA/ORD’s National Center for Environmental Assessment has developed
a computer modeling program, EMSOFT. The computer program provides an average emission flux
over time by using an analytical solution to the integral, thereby eliminating the problem of
establishing adequate time steps for numerical integration. In addition, the EMSOFT model can
account for water convection (i.e., leaching), and the impact of a soil-air boundary layer on the flux
of contaminants with low Henry’s law constants. EMSOFT will be available through EPA’s National
Center for Environmental Assessment (NCEA) in Washington, DC.

Once the average contaminant flux is calculated, VF is calculated as:

VF = (Q/C) x (Co/pp) x (1/J5ave) x 10-4 m2/cm2 (58)
where

VF = volatilization factor (m3/kg)

Q/C = inverse concentration factor for air dispersion (g/m2-s per kg/m3)
C, = uniform contaminant concentration at t=0 (g/cm3)
Pp, = soil dry bulk density (g/cm3)

Jave = average rate of contaminant flux (g/cm?2-s).

3.1.2 Air Dispersion Models. The inverse concentration factor for air dispersion, Q/C, is
used in the determination of both VF and PEF. For a detailed site-specific assessment of the
inhalation pathway, a site-specific Q/C can be determined using the Industrial Source Complex Model
platform in the short-term mode (ISCST3). Only a very brief overview of the application,
assumptions, and input requirements for the model as used to determine Q/C is provided in this
section. This model is the final regulatory version of the ISCST3 model.

The ISCST3 model FORTRAN code, executable versions, sample input and output files, description,
and documentation can be downloaded from the “Other Models” section of the Office of Air Quality
Planning and Standards (OAQPS) Support Center for Regulatory Air Models bulletin board system
(SCRAM BBS). To access information, call:
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OAQPS SCRAM BBS

(919) 541-5742 (24 hours/day, 7 days/week except Monday AM)
1,200-9,600, 14,400 baud

Line Settings: 8 bits, no parity, 1 stop bit

Terminal Emulation: VT100 or ANSI

System Operator: (919) 541-5384 (normal business hours EST).

The user registers in the first call and then has full access to the BBS.

The ISCST3 model will output an air concentration (in [lg/m3) when the concentration model option
is selected (e.g., CO MODELOPT DFAULT CONC rural/urban). The surface area of the
contaminated soil source must be determined. For the ISCST3 model, the source location of an area
source is defined by the coordinates of the southwest corner of the square (e.g., SO LOCATION
sourcename AREA -1/,length -1/,width height=0). For the source parameter input line, the

contaminant's area emission rate (in units of g/m2-s) must be entered. The area emission rate is the
site-specific average emission flux rate, as calculated in Equation 56, converted to units of g/m2-s
(i.e., Aremis = Jave x 104 cm2/m2). Alternatively, an area emission rate of 1 g/m2-s can be assumed.

A grid or circular series of receptor sites should be used in and around the area source to identify the
point of maximum contaminant air concentration. Hourly meteorologic data (*.MET files) for the
nearest city (i.e., airport) of similar terrain and the preprocessor PCRAMMET also can be
downloaded from the SCRAM BBS.

The ISCST3 model output concentration is then used to calculate Q/C as

Q/C = (Jgave x 104 cm2/m2)/(Cy;, x 10-9 kg/lg) (39)
where

Q/C = inverse concentration factor for air dispersion (g/m2-s per kg/m3)
Jaave = average rate of contaminant flux (g/cma2-s)

C,ir = ISC output maximum contaminant air concentration (Hg/m3).

Note: If an area emission rate of 1 g/m2-s is assumed, then (Jsave x 104 cm2/m2) = 1, and Equation

59 simplifies to simply the inverse of the maximum contaminant air concentration (in
kg/m3).

3.2 Migration to Ground Water Pathway

For the migration to ground water pathway, the SSL equations assume an infinite source,
contamination extending to the water table, and no attenuation due to degradation or adsorption in
the unsaturated zone. At sites with small sources, deep water tables, confining layers in the
unsaturated zone that can block contaminant transport, or contaminants that degrade through
biological or chemical mechanisms, more complex models that can address such site conditions can
be used to calculate higher SSLs that still will be protective of ground water quality. This section
provides information on the use of such models in the soil screening process to calculate a dilution-
attenuation factor (Section 3.2.1) and to estimate contaminant release in leachate and transport
through the unsaturated zone (Section 3.2.2).
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3.2.1 Saturated Zone Models. EPA has developed guidance for the selection and

application of saturated zone transport and fate models and for interpretation of model applications.
The user is referred to Ground Water Modeling Compendium, Second Edition 1994 (U.S. EPA,
1994b) and Framework for Assessing Ground Water Modeling Applications (U.S. EPA, 1994a) for
further information.

More complex saturated zone models can be used to calculate a dilution-attenuation factor (DAF)
that, unlike the SSL dilution model, can consider attenuation in the aquifer. Some can handle a finite
source through a transient mode that requires a time-stepped concentration from a finite-source
unsaturated zone model (see Section 3.2.2). In general, to calculate a DAF using such models, the
contaminant concentration at the water table under the source (Cy,) is set to unity (e.g., 1 mg/L).

The DAF is the reciprocal of the predicted concentration at the receptor point (Cgrp) as follows:

DAF = C,, /Cgp = 1/Cgp (60)

3.2.2 Unsaturated Zone Models. In an effort to provide useful information for model

application, EPA's ORD laboratories in Ada, Oklahoma, and Athens, Georgia, conducted an
evaluation of nine unsaturated zone fate and transport models (Criscenti et al., 1994; Nofziger et al.,
1994). The results of this effort are summarized here. The models reviewed are only a subset of the
potentially appropriate models available to the public and are not meant to be construed as having
received EPA approval. Other models also may be applicable to SSL development, depending on site-
specific circumstances.

Each of the unsaturated zone models selected for evaluation are capable, to varying degrees, of
simulating the transport and transformation of chemicals in the subsurface. Even the most unique site
conditions can be simulated by either a single model or a combination of models. However, the
intended uses and the required input parameters of these models vary. The models evaluated include:

. RITZ (Regulatory and Investigative Treatment Zone model)
. VIP (Vadose zone Interactive Process model)

. CMLS (Chemical Movement in Layered Soils model)

. HYDRUS

. SUMMERS (named after author)

. MULTIMED (MULTIMEDia exposure assessment model)

. VLEACH (Vadose zone LEACHing model)

. SESOIL (SEasonal SOIL compartment model)

. PRZM-2 (Pesticide Root Zone Model).

RITZ, VIP, CMLS, and HYDRUS were evaluated by Nofziger et al. (1994). SUMMERS,
MULTIMED, VLEACH, SESOIL, and PRZM-2 were evaluated by Criscenti et al. (1994). These
documents should be consulted for further information on model application and use.

The applications, assumptions, and input requirements for the nine models evaluated are described in
this section. The model descriptions include model solution method (i.e., analytical, numerical), the
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purpose of the model, and descriptions of the methods used by the model to simulate
water/contaminant transport and contaminant transformation. Each description is accompanied by a
table of required input parameters. Input parameters discussed include soil properties, chemical
properties, meteorologic data, and other site information. In addition, certain input control
parameters may be required such as time stepping, grid discretization information, and output format.

Information on determining general applicability of the models to subsurface conditions is provided,
followed by an assessment of each model's potential applicability to the soil screening process.

RITZ. Information on the RITZ model was obtained primarily from Nofziger et al. (1994). RITZ is

a steady-state analytical model used to simulate the transport and fate of chemicals mixed with oily
wastes (sludge) and disposed of by land treatment. RITZ simulates two layers of the soil column with
uniform properties. The soil layers consist of: (1) the upper plow zone where the oily waste is
applied and (2) the treatment zone. The bottom of the treatment zone is the water table. It is
assumed in the model that the oily waste is completely mixed in and does not migrate out of the plow
zone, which represents the contaminant source at an initial time. RITZ also assumes an infinite
source (i.e., a continuous flux at constant concentration). The flux of water is assumed to be constant
with time and depth and the Clapp-Hornberger constant is used in defining the soil water content
resulting from a specified recharge rate. Sorption, vapor transport, volatilization, and biochemical
degradation are also considered (van der Heijde, 1994). Partitioning between phases is instantaneous,
linear, and reversible. Input parameters required for the RITZ model are presented in Table 10.
Biochemical degradation of the oil and contaminant is considered to be a first-order process, and
dispersion in the water phase is ignored.

Table 10. Input Parameters Required for RITZ Model

Soil properties Site characteristics Pollutant properties Qil properties

Percent organic carbon Plow zone depth Concentration in sludge Concentration of oil in
sludge
Bulk density Treatment zone depth Koc Density of oil
Saturated water content Recharge rate (constant) Ky, Degradation half-life of oll
Saturated hydraulic Evaporation rate Henry's law constant
conductivity (constant)
Clapp-Hornberger Air temperature Degradation half-life
constant (constant) (constant)
- Relative humidity Diffusion coefficient (in -
(constant) air)

Sludge application rate

Diffusion coefficient
(water vapor in oil)

VIP. Information on the VIP model was obtained from Nofziger et al. (1994). The VIP model is a

one-dimensional, numerical (finite-difference) fate and transport model also designed for simulating
the movement of compounds in the unsaturated zone resulting from land application of oily wastes.
Like the RITZ model, VIP considers dual soil zones (a plow zone and a treatment zone) and considers
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the source to be infinite. VIP differs from RITZ in that it solves the governing differential equations
numerically, which allows variability in the flux of water and chemicals over time. Advection and
hydrodynamic dispersion are the primary transport mechanisms for the contaminant in water (van
der Heijde, 1994). Instead of assuming instantaneous, linear equilibrium between all phases, VIP
considers the partitioning rates between the air, oil, soil, water, and vapor-phase transport.
Contaminant transformation processes include hydrolysis, volatilization, and sorption. Oxygen-
limited degradation and diffusion of the contaminant in the air phases are also considered. Sorption is
instantaneous as described for the RITZ model. The input parameters required for the VIP model are
presented in Table 11.

Table 11. Input Parameters Required for VIP Model
Soil Site Pollutant Oil
properties characteristics properties Oxygen properties properties
Porosity Plow zone depth Concentration in Oil-air partition Density of oil
sludge coefficienta
Bulk density Treatment zone Oil-water partition Water-air partition Degradation

Saturated hydraulic
conductivity
Clapp-Hornberger
constant

depth

Mean daily
recharge rate

Temperature (each
layer)

Sludge application
rate

Sludge density

Application period
and frequency in

coefficienta

Air-water partition
coefficienta

Soil-water partition
coefficienta

Degradation constant
in oila

Degradation constant
in watera

Dispersion coefficient

coefficienta

Oxygen half-saturation
constant in air phase a
Oxygen half-saturation
constant in oil phase 2
Oxygen half-saturation
constant in water
phasea

Oxygen half-saturation
constant (oil
degradation)
Stoichiometric ratio of
oxygen to pollutant

rate constant

of oil

period consumed
Weight fraction Adsorption-desorption  Stoichiometric ratio of
water in sludge rate constant (water/oil)  oxygen to oil
consumed

Weight fraction oil
in waste

Adsorption-desorption
rate constant
(water/soil)

Adsorption-desorption
rate constant (water/air)

Oxygen transfer rate
coefficient between oil
and air phases
Oxygen transfer rate
coefficient between
water and air phases

a Parameters required for plow zone and treatment zone.

CMLS. Information on CMLS was obtained from Nofziger et al. (1994). CMLS is an analytical

model developed as a management tool to describe the fate and transport of pesticides in layered soils
and to estimate the amount of chemical at a certain position at a certain time. The model allows
designation of up to 20 soil layers with uniform soil and chemical properties defined for each layer.
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Water in the soil system is "pushed ahead" of new water (recharge) entering the system. The water
content is reduced to the field capacity after each infiltration event, and water is removed from the
root zone in proportion to the available water stored in that layer (Nofziger et al., 1994). CMLS
assumes movement of the chemical in liquid phase only and allows a finite source. Chemical
partitioning between the soil and the water is assumed to be linear, instantaneous, and reversible.
Volatilization is not considered. Dispersion and diffusion of the chemical is ignored and degradation is
defined as a first-order process. The input parameters required for the CMLS model are presented in
Table 12.

Table 12. Input Parameters Required for CMLS

Soil properties Site characteristics Chemical properties
Depth of bottom of soil layers Daily infiltration or precipitation Degradation half-life
(each soil layer)
Organic carbon content Daily evapotranspiration Amount applied
Bulk density Depth of application
Saturated water content Date of application
Field capacity Koc

Permanent wilting point

HYDRUS. Information on the HYDRUS model was obtained from Nofziger et al. (1994).

HYDRUS is a finite-element model for one-dimensional solute fate and transport simulations. The
boundary conditions for flow, as well as soil and chemical properties, can therefore vary with time. A
finite source also can be modeled. Soil parameters are described by the van Genuchten parameters.
The model also considers root uptake and hysteresis in the water movement properties. Solute
transport and transformation incorporates molecular diffusion, hydrodynamic dispersion, linear or
nonlinear equilibrium partitioning (sorption), and first-order decay (van der Heijde, 1994).
Volatilization is not considered. The input parameters required by HYDRUS are presented in
Table 13.

SUMMERS. Information on the SUMMERS model was obtained from Criscenti et al. (1994).

SUMMERS is a one-dimensional analytical model that simulates one-dimensional, nondispersive
transport in a single layer of soil from an infinite source. It was developed to determine the
contaminant concentrations in soil that would result in ground water contamination above specified
levels for evaluating geothermal energy sites. The model is similar to the SSL equations in that it
assumes steady-state water movement and equilibrium partitioning of the contaminant in the
unsaturated zone and performs a mass-balance calculation of mixing in an underlying aquifer. For the
saturated zone, the model assumes a constant flux from the surface source and instantaneous,
complete mixing in the aquifer. The mixing depth is therefore defined by the thickness of the
aquifer. The model does not account for volatilization. The input parameters required for SUMMERS
are listed in Table 14.
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Table 13. Input Parameters Required for

HYDRUS

Root uptake

Soil properties Site characteristics Pollutant properties parameters
Depth of soil layers Uniform or stepwise Molecular diffusion Power function in stress-
rainfall intensity coefficient response function
Saturated water Contaminant Dispersivity Pressure head where
content concentrations in soil transpiration is reduced by

Saturated hydraulic

Decay coefficient

50%
Root density as a function of

conductivity (dissolved) depth
Bulk density Decay coefficient
(adsorbed)
Retention Freundlich isotherm
parameters coefficients
Residual water
content
Table 14. Input Parameters Required for SUMMERS
Parameters required
Target concentration in ground water Thickness of aquifer
Volumetric infiltration rate into aquifer Width of pond/spill perpendicular to flow
Downward porewater velocity Initial (background) concentration
Ground water seepage velocity Equilibrium partition coefficient
Void fraction Darcy velocity in aquifer
Horizontal area of pond or spill Volumetric ground water flow rate

MULTIMED. Information on the MULTIMED model was obtained from Criscenti et al. (1994)

and Salhotra et al. (1990). MULTIMED was developed as a multimedia fate and transport model to
simulate contaminant migration from a waste disposal unit. For this review, only the fate and
transport of pollutants from the soil to migration to ground water pathway was considered in detail.

In MULTIMED, infiltration of waste into the unsaturated or saturated zones can be simulated using a
landfill module or by direct infiltration to the unsaturated or saturated zones. Flow in the unsaturated
zone and for the landfill module is simulated by a one-dimensional, semianalytical module. Transport
in the unsaturated zone considers the effects of dispersion, sorption, volatilization, biodegradation,
and first-order chemical decay. The saturated transport module is also one-dimensional, but considers
three-dimensional dispersion, linear adsorption, first-order decay, and dilution due to recharge.
Mixing in the underlying saturated zone is based on the vertical dispersivity specified, the length of
the disposal facility parallel to the flow direction, the thickness of the saturated zone, the ground
water velocity, and the infiltration rate. The saturated zone module can simulate steady-state and
transient ground water flow and thus can consider a finite source assumption through a leachate
"pulse duration." The parameters required for the unsaturated and saturated zone transport in
MULTIMED are presented in Table 15.
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Table 15.

Input Parameters Required for MULTIMED

Unsaturated zone parameters

Saturated hydraulic
conductivity

Porosity

Air entry pressure head
Depth of unsaturated zone
Residual water content
Number of porous materials

Number of layers
Alpha coefficient

van Genuchten exponent

Thickness of each layer

Longitudinal dispersivity
Percent organic matter

Soil bulk density

Biological decay coefficient

Acid, base, and neutral
hydrolysis rates

Reference temperature

Normalized distribution
coefficient

Air diffusion coefficient

Reference temperature for air
diffusion

Molecular weight
Infiltration rate

Area of waste disposal unit
Duration of pulse

Source decay constant

Initial concentration at landfill
Particle diameter

Saturated zone parameters

Recharge rate

First-order decay coefficient
Biodegradation coefficient
Aquifer thickness

Hydraulic gradient

Longitudinal dispersivity
Transverse dispersivity
Vertical dispersivity
Temperature of aquifer
pH

Organic carbon content
Well distance from site
Angle off-center of well
Well vertical distance

VLEACH. Information on the VLEACH model was obtained from Criscenti et al. (1994).

VLEACH is a one-dimensional, finite difference model developed to simulate the transport of
contaminants displaying linear partitioning behavior through the vadose zone to the water table by
aqueous advection and diffusion. Multiple layers can be modeled and are expressed as polygons with
different soil properties and recharge rates. Water flow is assumed to be steady state. Linear
equilibrium partitioning is used to determine chemical concentrations between the aqueous, gaseous,
and adsorbed phases (sorption and volatilization), and a finite source can be considered. Chemical or
biological degradation is not considered. The input parameters required for VLEACH are presented in

Table 16.
Table 16. Input Parameters Required for VLEACH
Chemical
Soil properties characteristics Site properties
Dry bulk density Koc Recharge rate

Total porosity

Volumetric water content
Fractional organic carbon

Henry's law constant

Aqueous solubility
Free air diffusion coefficient

Contaminant concentrations in
recharge

Depth to ground water
Dimensions of "polygons"
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SESOIL. Information on the SESOIL model was obtained from Criscenti et al. (1994). SESOIL is

a one-dimensional, finite difference flow and transport model developed for evaluating the
movement of contaminants through the vadose zone. The model contains three components: (1)
hydrologic cycle, (2) sediment cycle, and (3) pollutant fate cycle. The model estimates the rate of
vertical solute transport and transformation from the land surface to the water table. Up to four
layers can be simulated by the model and each layer can be subdivided into 10 compartments with
uniform soil characteristics. Hydrologic data can be included using either monthly or annual data
options. Solute transport is simulated for ground water and surface runoff including eroded sediment.
Pollutant fate considers equilibrium partitioning to soil and air phases (sorption and diffusion),
volatilization from the surface layer, first-order chemical degradation, biodegradation, cation
exchange, hydrolysis, and metal complexation and allows for a stationary free phase. The required
input parameters for SESOIL are presented in Table 17 for the monthly option.

Table 17. Input Parameters Required for SESOIL (Monthly Option)

Climate data Soil data Chemical data Application data
Mean air temperaturea Number of layers and  Solubility in water Application area
sublayers
Mean cloud cover Thickness of layers Air diffusion coefficient Site latitude
fractiona
Mean relative humiditya pH of each layer Henry's law constant Spill index
Short wave albedo Bulk density Organic carbon Pollutant load
fractiona adsorption ratio
Total precipitation Intrinsic permeability  Soil adsorption Mass removed or
coefficient transformed
Mean storm duration Pore Molecular weight Index of volatile
disconnectedness diffusion
index
Number of storm events Effective porosity Valence Index of transport in
surface runoff
- Organic carbon Hydrolysis constants Ratio pollutant conc. in
content (acid, base, neutral) rain to solubility
Cation exchange Biodegradation rates Washload area
capacity (liquid, solid)
Freundlich exponent Ligand stability constant Average slope and
slope length
Silt, sand, and clay Moles ligand per mole Erodibility factor
fractions compound
Soil loss ratio Molecular weight of Practice factor
ligand
- -- Ligand mass Manning coefficient

a SESOIL uses these parameters to calculate evapotranspiration if an evapotranspiration value is not specified.
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PRZM-2. Information on PRZM-2 was obtained from Criscenti et al. (1994). PRZM-2 is a

combination of two models developed to simulate the one-dimensional movement of chemicals in
the unsaturated and saturated zones. The first model, PRZM, is a finite difference model that
simulates water flow and detailed pesticide fate and transformation in the unsaturated zone. The
second model, VADOFT, is a one-dimensional finite element model with more detailed water
movement simulation capabilities. The coupling of these models results in a detailed representation
of contaminant transport and transformation in the unsaturated zone.

PRZM has been used predominantly for evaluation of pesticide leaching in the root zone. PRZM uses
detailed meteorologic and surface hydrology data for the hydrologic simulations. Runoff, erosion,
plant uptake, leaching, decay, foliar washoff, and volatilization are considered in the surface
hydrologic and chemical transport components. Chemical transport and fate in the subsurface is
simulated by advection, dispersion, molecular diffusion, first-order chemical decay, biodegradation,
daughter compound progeny, and soil sorption. The input parameters required for PRZM are
presented in Table 18.

VADOFT can be run independently of PRZM and output from the PRZM model can be used to set
the boundary conditions for VADOFT. The lower boundaries could also be specified as a constant
pressure head or zero velocity. Transport simulations consider advection and diffusion with sorption
and first-order decay. The input requirements for VADOFT are presented in Table 19.

Considerations for Unsaturated Zone Model Selection. The accuracy of a model
in a site-specific application depends on simplifications and assumptions implicit in the model and
their relationship to site-specific conditions. Additional error may be introduced from assumptions
made when deriving input parameters. Although each of the nine models evaluated has been tested
and validated for simulation of water and contaminant movement in the unsaturated zone, they are
different in purpose and complexity, with certain models designed to simulate very specific scenarios.

A model should be selected to accommodate a site-specific scenario as closely as possible. For
example, if contaminant volatilization is of concern, the model should consider volatilization and
vapor phase transport. After a model is determined to be appropriate for a site, contaminant(s), and
conditions to be modeled, the site-specific information available (or potentially available) should be
compared to the input requirements for the model to ensure that adequate inputs can be developed.

The unsaturated zone models addressed in this study use either analytical, semianalytical, or
numerical solution methods. Analytical models represent the simplest models, requiring the least
number of input parameters. They use a closed-form solution for the pertinent equations. In
analytical models, certain assumptions have to be made with respect to the geometry of the system
and external stresses. For this reason, there are few analytical flow models (van der Heijde, 1994).
Analytical solutions are common, however, for fate and transport problems by solution of
convection-dispersion equations. Analytical models require the assumption of uniform flow
conditions, both spatially and temporally.

Semianalytical models approximate complex analytical solutions using numerical techniques (van der
Heijde, 1994). Transient or steady-state conditions can be approximated using a semianalytical
model. However, spatial variability in soil or aquifer conditions cannot be accommodated.

Numerical models use approximations of pertinent partial differential equations usually by finite-
difference or finite-element methods. The resolution of the area and time of simulation is defined by
the modeler. Numerical models may be used when simulating time-dependent scenarios, spatially
variable soil conditions, and unsteady flow (van der Heijde, 1994).
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Table 18. Input Parameters Required for PRZM

Daily climate data

Pan evaporation and
pan factor
Temperature

Precipitation

Monthly daylight
hours

Windspeed

Solar radiation

Snowmelt factor

Minimum evaporation
extraction depth

Erosion data

Topographic factor/soil
erodibility

Average duration of
rainfall

Field area

Practice factor

Crop data

Surface condition of
crop

Maximum dry weight of
crop after harvest

Maximum
interception storage

Maximum rooting depth

Emergence, maturation,
and harvest dates

Maximum canopy
coverage

Pesticide data

Application quantity

Foliar extraction
coefficient

Diffusion coefficient in
air

Initial concentration
levels

Number of
applications
(50 maximum)

Incorporation depth

Enthalpy of
vaporization

Parent/daughter
transform rates

Number of chemicals
(3 maximum)

Plant uptake factor
Kd an d Koc

Aqueous, sorbed, vapor
decay rates

Application dates

Foliar decay rates

Henry's law constant

Soil data

Compartment Runoff curve Core depth Number and thickness

thicknesses numbers of horizons

Soil drainage parameter Hydrodynamic Bulk density Initial soil water content
dispersion

Wilting point Percent organic Field capacity
carbon

Soil temperature

Heat capacity per unit
volume

Thermal conductivity of
horizon

Albedo

Avgerage monthly
bottom boundary
temperature

Reflectivity of soil surface

Initial horizon
temperature

Height of windspeed
measurement

Sand and clay content

Biodegradation and

irrigation parameters (not presented)
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Table 19. Input Parameters Required for VADOFT

Pesticide data Soil data

Number of chemicals Number of soil horizons Relative permeability vs.
saturation

Aqueous decay rate Horizon thicknesses Pressure head vs. saturation

Initial concentration Saturated hydraulic conductivity = Residual water phase saturation

Longitudinal dispersivity Effective porosity Brooks and Corey n

Retardation coefficient Air entry pressure head van Genuchten alpha

Molecular diffusion

Conc. flux at first node Input flux or head at first node (if independent of PRZM)

(if independent of PRZM)

In certain cases, input parameters to be used in a model are not definitively known. Some models
allow some input parameters to be expressed as probability distributions rather than a single value,
referred to as Monte Carlo simulations. This method can provide an estimate of the uncertainty of
the model output (i.e., percent probability that a contaminant will be greater than a certain
concentration at a depth), but requires knowledge of the parameter distributions. Alternatively, a
bounding approach can be used to estimate the effects of likely parameter ranges on model results
where there is uncertainty in input parameter values.

Model Applicability to SSLs. The unsaturated models evaluated herein can provide inputs

necessary for soil screening by calculating leachate concentrations at the water table or by calculating
infiltration rates. In the former application, they produce results comparable to the leach test
option. As with the leach test, the leachate concentration from the model is divided by the dilution
factor to obtain an estimated ground water concentration at the receptor well. This receptor point
concentration is then compared with the acceptable ground water concentration to determine if a
site's soils exceed SSLs.

Table 20 summarizes characteristics and capabilities of the models evaluated for this study. All nine
of the models can calculate contaminant concentrations in leachate that has infiltrated down to the
water table from the vadose zone, although CMLS requires a separate calculation to estimate leachate
concentration. If there is reliable site data indicating significant degradation in soil, several of the
models can consider biological and/or chemical degradation processes. The models also can address
contaminant adsorption; those that can model layered soils can be especially useful in settings where
low-permeability clay layers may attenuate contaminants through adsorption. Finally, several of the
models can address a finite source if the size of the source is accurately known.

The average annual infiltration rate at a site is difficult to measure in the field yet is required for
estimating a dilution factor or DAF. Four of the models evaluated, CMLS, HYDRUS, SESOIL, and
PRZM, can calculate infiltration rates given either daily or monthly rainfall data.

Two models, VLEACH and SESOIL, address volatilization from the soil surface along with leachate

emissions and therefore may be useful for SSL development for the volatilization and migration to
ground water pathways. The volatile emission portion of VLEACH is discussed in Section 3.1.
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Table 20. Characteristics of Unsaturated Zone Models Evaluated

Type Fate and Transport Processes Considered Other
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MULTIMED [ ] [ ] [ ) [ ] [ ] [ ] [ ] [ ] [ ] [ ]
SUMMERS . . .
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Table 20 addresses only unsaturated zone fate and transport model components, although two models
(MULTIMED and SUMMERS) have saturated zone flow and transport capabilities. The following
text highlights some of the differences between the models, outlines their advantages and
disadvantages, and describes appropriate scenarios for model application.

RITZ. RITZ was designed to model land treatment units and is appropriate for sites where oily
wastes are present (it includes sorption on an immobile oil phase as well as onto soil particles).
Sorption, degradation, volatilization, and first-order decay processes are considered in the subsurface
simulations. The most significant drawback for the model is the limit on the number of soil layers.
Optimally, RITZ would be recommended for modeling chemical migration in a uniform unsaturated
zone as a result of land application. Although the oil phase can be omitted for simulations of
scenarios without oily materials, the RITZ model's focus on oily waste degradation in land treatment
units limits its utility for soil screening (SSLs are not applicable when soils contain a separate oil
phase).

VIP. VIP also is appropriate for sites where release of oily wastes has occurred. Some of the

limitations described in RITZ also apply to the VIP model. VIP could be used as a followup model to
RITZ since variable chemical and water fluxes can be simulated. In this case, significant additional
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input parameters are required to simulate transient partitioning between the air, soil, water, and oil
phases. Like RITZ, VIP's focus on land treatment of oily waste limits its application to SSLs.

CMLS. CMLS differs from RITZ and VIP in that it allows designation of up to 20 soil layers with

different properties. It does not consider nonaqueous phase liquids, dispersion, diffusion, or vapor
phase transport, but a finite source can be modeled. CMLS estimates the location of the peak
concentration of contaminants through a layered soil system. A limitation of the CMLS model for
SSL application is that it does not calculate leachate concentrations. Instead, it calculates the amount
of chemical at a certain depth at a certain time. The user must estimate the concentration based on
the amount of chemical present and the total flux of water in the system (Nofziger et al., 1994). The
model is typically used to estimate the time for a chemical entering the unsaturated zone to reach a
certain depth.

HYDRUS. Like CMLS, the HYDRUS model can also simulate chemical movement in layered soils

and can consider a finite source, but also includes dispersion and diffusion as well as sorption and first-
order decay. In addition, HYDRUS outputs the chemical concentration in the soil water as a function
of time and depth along with the amount of chemical remaining in the soil. The model considers root
zone uptake, but other models such as PRZM should be used if the comprehensive effects of plant
uptake are to be considered in the simulations. Because it can estimate infiltration from rainfall
contaminant concentrations, HYDRUS may be useful in SSL applications.

SUMMERS. The SUMMERS model is a relatively simple model designed to simulate leaching in

the unsaturated zone and is essentially identical to the SSL migration to ground water equations in
assumptions and limitations. It is appropriate for use as an initial screening model where site data are
limited and where volatilization is not of concern. However, since attenuation processes such as
biodegradation, first-order decay, volatilization, or other attenuation processes (other than sorption)
are not considered, it is a quite conservative model. Since volatilization is not considered, it cannot
be used to simulate migration of volatile compounds to the atmosphere. Because of its similarities to
the SSL migration to ground water equations, the SUMMERS model is not suitable for a more detailed
assessment of site conditions.

MULTIMED. MULTIMED simulates simple vertical water movement in the unsaturated zone.
Since an initial soil concentration cannot be specified, either the soil/water partition equation or a
leaching test (SPLP) must be used to estimate soil leachate contaminant concentrations.
MULTIMED is appropriate for simulating contaminant migration in soil and can be used to model
vadose zone attenuation of leachate concentrations derived from a partition equation (see Section
2.5.1). In addition, since it links the output from the unsaturated zone transport module with a
saturated zone module, it can be used to determine the concentration of a contaminant in a well
located downgradient from a contaminant source. MULTIMED is appropriate for early-stage site
simulations because the input parameters required are typically available and uncertainty analyses can
be performed using Monte Carlo simulations for those parameters for which reliable values are not
known.

VLEACH. In VLEACH, biological or chemical degradation is not considered. It therefore provides
conservative estimates of contaminant migration in soil. This model may be appropriate as an initial
screening tool for sites for which there is little information available. VLEACH can estimate volatile
emissions (see Section 3.1) and can consider a finite source. It is therefore potentially applicable to
both subsurface pathways addressed by the soil screening process.
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SESOIL. SESOIL was designed as a screening tool, but it is actually more complex than some of

the models described. Some of the input data would be cumbersome to obtain, especially for use as an
initial screening tool. It is applicable for simulating spill sites since it allows consideration of surface
transport by erosion and runoff and can utilize detailed meteorologic information to estimate
infiltration. In the soil zone, several fate and transport options are available such as metal
complexation, hydrolysis, cation exchange, and degradation. This model is especially applicable to
sites where significant subsurface and meteorologic information is available. Although the model does
consider volatilization from surface soils, the available documentation (Criscenti et al., 1994) is not
clear as to whether it produces an output of volatile flux to the atmosphere.

PRZM-2. PRZM-2 is a relatively detailed model as a result of the coupling of the two models
PRZM and VADOFT. Although PRZM is predominantly used as a pesticide leaching model, it could
also be used for simulation of transport of other chemicals. Because detailed meteorology and surface
application parameters can be included, it is appropriate for simulation of surface spills or land
disposal scenarios. In addition, uncertainty analyses can be performed based on Monte Carlo
simulations. Numerous subsurface fate and transport options exist in PRZM. Water movement is
somewhat simplified in PRZM, and it may not be applicable for low-permeability soils (Criscenti et
al., 1994). However, water flow simulation is more detailed in the VADOFT module of the PRZM-2
program. The combination of these programs makes PRZM-2 a relatively complex model. This
model is especially applicable to sites for which significant site and meteorologic data are available.
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Part 4: MEASURING CONTAMINANT CONCENTRATIONS IN SOIL

The Soil Screening Guidance includes a sampling strategy for implementing the soil screening process.
Section 4.1 presents the sampling approach for surface soils. This approach provides a simple
decision rule based on comparing the maximum contaminant concentrations of composite samples
with surface soil screening levels (the Max test) to determine whether further investigation is needed
for a particular exposure area (EA). In addition, this section presents a more complex strategy (the
Chen test) that allows the user to design a site-specific quantitative sampling strategy by varying
decision error limits and soil contaminant variability to optimize the number of samples and
composites. Section 4.2 provides a subsurface soil sampling strategy for developing SSLs and applying
the screening procedure for the volatilization and migration to ground water exposure pathways.

Section 4.3 describes the technical details behind the development of the SSL sampling strategy,
including analyses and response to public and peer-review comments received on the December 1994
draft guidance.

The sampling strategy for the soil screening process is designed to achieve the following objectives:

. Estimate mean concentrations of contaminants of concern for
comparison with SSLs

. Fill in the data gaps in the conceptual site model necessary to develop
SSLs.

The soils of interest for the first objective differ according to the exposure pathway being addressed.
For the direct ingestion, dermal, and fugitive dust pathways, EPA is concerned about surface soils.
The sampling goal is to determine average contaminant concentrations of surface soils in exposure
areas of concern. For inhalation of volatiles, migration to ground water and, in some cases, plant
uptake, subsurface soils are the primary concern. For these pathways, the average contaminant
concentration through each source is the parameter of interest.

The second objective (filling in the data gaps) applies primarily to the inhalation and migration to
ground water pathways. For these pathways, the source area and depth as well as average soil
properties within the source are needed to calculate the pathway-specific SSLs. Therefore, the
sampling strategy needs to address collection of these site-specific data.

Because of the difference in objectives, the sampling strategies for the ingestion pathway and for the
inhalation and migration to ground water pathways are addressed separately. If both surface and
subsurface soils are a concern, then surface soils should be sampled first because the results of surface
soil analyses may help delineate source areas to target for subsurface sampling.

At some sites, a third sampling objective may be appropriate. As discussed in the Soil Screening
Guidance, SSLs may not be useful at sites where background contaminant levels are above the SSLs.
Where sampling information suggests that background contaminant concentrations may be a
concern, background sampling may be necessary. Methods for Evaluating the Attainment of Cleanup
Standards - Volume 3: Reference-Based Standards for Soil and Solid Media (U.S. EPA, 1994e¢)
provides further information on sampling soils to determine background conditions at a site.
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In order to accurately represent contaminant distributions at a site, EPA used the Data Quality
Objectives (DQO) process (Figure 4) to develop a sampling strategy that will satisfy Superfund
program objectives. The DQO process is a systematic data collection planning process developed by
EPA to ensure that the right type, quality, and quantity of data are collected to support EPA decision
making. As shown in Sections 4.1.1 through 4.1.6, most of the key outputs of the DQO process
already have been developed as part of the Soil Screening Guidance. The DQO activities addressed in
this section are described in detail in the Data Quality Objectives for Superfund: Interim Final
Guidance (U.S. EPA, 1993b) and the Guidance for the Data Quality Objectives Process (U.S. EPA,
1994c). Refer to these documents for more information on how to complete each DQO activity or
how to develop other, site-specific sampling strategies.

4.1 Sampling Surface Soils

State the Problem . . . . .
A sampling strategy for surface soils is presented in this section,

* organized by the steps of the DQO process. The first five steps

of this process, from defining the problem through developing

Identify the Decision the basic decision rule, are summarized in Table 21, and are
'llr described in detail in the first five subsections. The details of

the two remaining steps of the DQO process, specifying limits

Identify Inputs to the Decision on decision errors and optimizing the design, have been
developed separately for two alternative hypothesis testing

* procedures (the Max test and the Chen method) and are

presented in four (4.1.6, 4.1.7, 4.1.9, and 4.1.10) subsections.

Define the Study Boundaries . I
In addition, a data quality assessment (DQA) follows the DQO

* process step for optimizing the design. The DQA ensures that
site-specific error limits are achieved. Sections 4.1.8 and 4.1.11
Develop a Decision Rule describe the DQA for the Max and Chen tests, respectively.
* The technical details behind the development of the surface soil
sampling design strategy are explained in Section 4.3.
Specify Limits on Decision
Errors 4.1.1 State the Problem. In screening, the problem is
‘l 1.. to identify the contaminants and exposure areas (EAs) that do
not pose significant risk to human health so that future
Optimize the Design for Obtaining investigations can be focused on the areas and contaminants of
Data concern at a site.
Figure 4. The Data Quality The main site-specific activities involved in this first step of
Objectives process. the DQO process include identifying the data collection

planning team (including technical experts and key
stakeholders) and specifying the available resources. The list of technical experts and stakeholders
should contain all key personnel who are involved with applying the Soil Screening Guidance at the
site. Other activities in this step include developing the conceptual site model (CSM), identifying
exposure scenarios, and preparing a summary description of the surface soil contamination problem.
The User’s Guide (U.S. EPA, 1996) describes these activities in with more detail.

4.1.2 Identify the Decision. The decision is to determine whether the mean surface soil

concentrations exceed surface soil screening levels for specific contaminants within EAs. If so, the
EA must be investigated further. If not, no further action is necessary under CERCLA for the specific
contaminants in the surface soils of those EAs.
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Table 21. Sampling Soil Screening DQOs for Surface Soils

DQO Process Steps

Soil Screening Inputs/Outputs

State the Problem
Identify scoping team

Develop conceptual site model (CSM)
Define exposure scenarios

Specify available resources

Write brief summary of contamination
problem

Site manager and technical experts (e.g., toxicologists, risk assessors,
statisticians, soil scientists)

CSM development (described in Step 1 of the User's Guide, U.S. EPA, 1996)

Direct ingestion and inhalation of fugitive particulates in a residential setting;
dermal contact and plant uptake for certain contaminants

Sampling and analysis budget, scheduling constraints, and available
personnel

Summary of the surface soil contamination problem to be investigated at the
site

Identify the Decision
Identify decision

Identify alternative actions

Do mean soil concentrations for particular contaminants (e.g., contaminants of
potential concern) exceed appropriate screening levels?

Eliminate area from further study under CERCLA

or

Plan and conduct further investigation

Identify Inputs to the Decision
Identify inputs

Define basis for screening
Identify analytical methods

Ingestion and particulate inhalation SSLs for specified contaminants

Measurements of surface soil contaminant concentration

Soil Screening Guidance

Feasible analytical methods (both field and laboratory) consistent with
program-level requirements

Define the Study Boundaries

Define geographic areas of field
investigation
Define population of interest

Divide site into strata

Define scale of decision making

Define temporal boundaries of study
Identify practical constraints

The entire NPL site (which may include areas beyond facility boundaries),
except for any areas with clear evidence that no contamination has occurred

Surface soils (usually the top 2 centimeters, but may be deeper where
activities could redistribute subsurface soils to the surface)

Strata may be defined so that contaminant concentrations are likely to be
relatively homogeneous within each stratum based on the CSM and field
measurements

Exposure areas (EAs) no larger than 0.5 acre each (based on residential land
use)

Temporal constraints on scheduling field visits

Potential impediments to sample collection, such as access, health, and
safety issues

Develop a Decision Rule
Specify parameter of interest

Specify screening level

Specify "if..., then..." decision rule

“True mean” (n) individual contaminant concentration in each EA. (since the
determination of the “true mean” would require the collection and analysis of
many samples, the “Max Test” uses another sample statistic, the maximum
composite concentration).

Screening levels calculated using available parameters and site data (or
generic SSLs if site data are unavailable).

If the “true mean” EA concentration exceeds the screening level, then
investigate the EA further. If the “true mean” is less than the screening
level, then no further investigation of the EA is required under CERCLA.

83



4.1.3 Identify Inputs to the Decision. This step of the DQO process requires
identifying the inputs to the decision process, including the basis for further investigation and the
applicable analytical methods. The inputs for deciding whether to investigate further are the
ingestion, dermal, and fugitive dust inhalation SSLs calculated for the site contaminants as described
in Part 2 of this document, and the surface soil concentration measurements for those same
contaminants. Therefore, the remaining task is to identify Contract Laboratory Program (CLP)
methods and/or field methods for which the quantitation limits (QLs) are less than the SSLs. EPA
recommends the use of field methods, such as soil gas surveys, immunoassays, or X-ray fluorescence,
where applicable and appropriate as long as quantitation limits are below the SSLs. At least 10
percent of field samples should be split and sent to a CLP laboratory for confirmatory analysis (U.S.
EPA, 1993d).

4.1.4 Define the Study Boundaries. This step of the DQO process defines the sample
population of interest, subdivides the site into appropriate exposure areas, and specifies temporal or
practical constraints on the data collection. The description of the population of interest must
include the surface soil depth.

Sampling Depth. When measuring soil contamination levels at the surface for the ingestion

and inhalation pathways, the top 2 centimeters is usually considered surface soil, as defined by Urban
Soil Lead Abatement Project (U.S. EPA 1993f). However, additional sampling beyond this depth
may be appropriate for surface soils under a future residential use scenario in areas where major soil
disturbances can reasonably be expected as a result of landscaping, gardening, or construction
activities. In this situation, contaminants that were at depth can be moved to the surface. Thus, it is
important to be cognizant of local residential construction practices when determining the depth of
surface soil sampling and to weigh the likelihood of that area being developed.

Subdividing the Site. This step involves dividing the site into areas or strata depending on

the likelihood of contamination and identifying areas with similar contaminant patterns. These
divisions can be based on process knowledge, operational units, historical records, and/or prior
sampling. Partitioning the site into such areas and strata can lead to a more efficient sampling design
for the entire site.

For example, the site manager may have documentation that large areas of the site are unlikely to
have been used for waste disposal activities. These areas would be expected to exhibit relatively low
variability and the sampling design could involve a relatively small number of samples. The greatest
intensity of sampling effort would be expected to focus on areas of the site where there is greater
uncertainty or greater variability associated with contamination patterns. When relatively large
variability in contaminant concentrations is expected, more samples are required to determine with
confidence whether the EA should be screened out or investigated further.

Initially, the site may be partitioned into three types of areas:

1. Areas that are not likely to be contaminated
2. Areas that are known to be highly contaminated
3. Areas that are suspected to be contaminated and cannot be ruled out.

Areas that are not likely to be contaminated generally will not require further investigation if this
assumption is based on historical site use information or other site data that are reasonably complete
and accurate. (However, the site manager may also want take a few samples to confirm this
assumption). These may be parts of the site that are within the legal boundaries of the property but
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were completely undisturbed by hazardous-waste-generating activities. All other areas need
investigation.

Areas that are known to be highly contaminated (i.e., sources) are targeted for subsurface sampling.
The information collected on source area and depth is used to calculate site-specific SSLs for the
inhalation and migration to ground water pathways (see Section 4.2 for more information).

Areas that are suspected to be contaminated (and cannot be ruled out for screening) are the primary
subjects of the surface soil investigation. If a geostatistician is available, a geostatistical model may be
used to characterize these areas (e.g., kriging model). However, guidance for this type of design is
beyond the scope of the current guidance (see Chapter 10 of U.S. EPA, 1989a).

Defining Exposure Areas. After the site has been partitioned into relatively homogeneous

areas, each region that is targeted for surface soil sampling is then subdivided into EAs. An EA is
defined as that geographical area in which an individual may be exposed to contamination over time.
Because the SSLs were developed for a residential scenario, EPA assumes the EA is a suburban
residential lot corresponding to 0.5 acre. For soil screening purposes, each EA should be 0.5 acre or
less. To the extent possible, EAs should be constructed as square or rectangular areas that can be
subdivided into squares to facilitate compositing and grid sampling. If the site is currently residential,
then the EA should be the actual residential lot size. The exposure areas should not be laid out in such
a way that they unnecessarily combine areas of high and low levels of contamination. The
orientation and exact location of the EA, relative to the distribution of the contaminant in the soil,
can lead to instances where sampling of the EA may lead to results above the mean, and other
instances, to results below the mean. Try to avoid straddling contaminant “distribution units” within
the 0.5 acre EA.

The sampling strategy for surface soils allows investigators to determine mean soil contaminant
concentration across an EA of interest. An arithmetic mean concentration for an EA best represents
the exposure to site contaminants over a long period of time. For risk assessment purposes, an
individual is assumed to move randomly across an EA over time, spending equivalent amounts of
time in each location. Since reliable information about specific patterns of nonrandom activity for
future use scenarios is not available, random exposure appears to be the most reasonable assumption
for a residential exposure scenario. Therefore, spatially averaged surface soil concentrations are used
to estimate mean exposure concentrations.

Because all the EAs within a given stratum should exhibit similar contaminant concentrations, one
site-specific sampling design can be developed for all EAs within that stratum. As discussed above,
some strata may have relatively low variability and other strata may have relatively high variability.
Consequently, a different sampling design may be necessary for each stratum, based upon the
stratum-specific estimate of the contaminant variability.

4.1.5 Develop a Decision Rule. Ideally, the decision rule for surface soils is:

If the mean contaminant concentration within an EA exceeds the screening level,
then investigate that EA further.

This "screening level" is the actual numerical value used to compare against the site contamination
data. It may be identical to the SSL, or it may be a multiple of the SSL (e.g., 2 SSL) for a hypothesis
test designed to achieve specified decision error rates in a specified region above and below the SSL.
In addition, another sample statistic (e.g., the maximum concentration) may be used as an estimate
of the mean for comparison with the "screening level."
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4.1.6 Specify Limits on Decision Errors for the Max Test. Sampling data will be

used to support a decision about whether an EA requires further investigation. Because of variability
in contaminant concentrations within an EA, practical constraints on sample sizes, and sampling or
measurement error, the data collected may be inaccurate or nonrepresentative and may mislead the
decision maker into making an incorrect decision. A decision error occurs when sampling data
mislead the decision maker into choosing a course of action that is different from or less desirable
than the course of action that would have been chosen with perfect information (i.e., with no
constraints on sample size and no measurement error).

EPA recognizes that data obtained from sampling and analysis are never perfectly representative and
accurate, and that the costs of trying to achieve near-perfect results can outweigh the benefits.
Consequently, EPA acknowledges that uncertainty in data must be tolerated to some degree. The
DQO process controls the degree to which uncertainty in data affects the outcomes of decisions that
are based on those data. This step of the DQO process allows the decision maker to set limits on the
probabilities of making an incorrect decision.

The DQO process utilizes hypothesis tests to control decision errors. When performing a hypothesis
test, a presumed or baseline condition, referred to as the "null hypothesis" (H,), is established. This
baseline condition is presumed to be true unless the data conclusively demonstrate otherwise, which is
called "rejecting the null hypothesis" in favor of an alternative hypothesis. For the Soil Screening
Guidance, the baseline condition, or H,, is that the site needs further investigation.

When the hypothesis test is performed, two possible decision errors may occur:

1.  Decide not to investigate an EA further (i.e., "walk away") when the correct decision
(with complete and perfect information) would be to "investigate further"

2. Decide to investigate further when the correct decision would be to "walk away."

Since the site is on the NPL, site areas are presumed to need further investigation. Therefore, the
data must provide clear evidence that it would be acceptable to "walk away." This presumption
provides the basis for classifying the two types of decision errors. The "incorrectly walk away"
decision error is designated as the Type I decision error because one has incorrectly rejected the
baseline condition (null hypothesis). Correspondingly, the "unnecessarily investigate further"
decision error is designated as the Type II decision error.

To complete the specification of limits on decision errors, Type I and Type Il decision error
probability limits must be defined in relation to the SSL. First a "gray region" is specified with respect
to the mean contaminant concentration within an EA. The gray region represents the range of
contaminant levels near the SSL, where uncertainty in the data (i.e., the variability) can make the
decision "too close to call." In other words, when the average of the data values is very close to the
SSL, it would be too expensive to generate a data set of sufficient size and precision to resolve what
the correct determination should be. (i.e., Does the average concentration fall "above" or "below"
the SSL?)

The Soil Screening Guidance establishes a default range for the width and location of the "gray
region": from one-half the SSL (0.5 SSL) to two times the SSL (2 SSL). By specifying the upper edge
of the gray region as twice the SSL, it is possible that exposure areas with mean values slightly higher
than the SSL may be screened from further study. However, EPA believes that the exposure scenario
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and assumptions used to derive SSLs are sufficiently conservative to be protective in such cases.

On the lower side of the gray region, the consequences of decision errors at one-half the SSL are
primarily financial. If the lower edge of the gray region were to be moved closer to the SSL, then
more exposure areas that were truly below the SSL would be screened out, but more money would be
spent on sampling to make this determination. If the lower edge of the gray region were to be moved
closer to zero, then less money could be spent on sampling, but fewer EAs that were truly below the
SSLs would be screened out, leading to unnecessary investigation of EAs. The Superfund program
chose the gray region to be one-half to two times the SSL after investigating several different ranges.
This range for the gray region represents a balance between the costs of collecting and analyzing soil
samples and making incorrect decisions. While it is desirable to estimate exactly the exposure area
mean, the number of samples required are much more than project managers are generally willing to
collect in a "screening" effort. Although some exposure areas will have contaminant concentrations
that are between the SSL and twice the SSL and will be screened out, human health will still be
protected given the conservative assumptions used to derive the SSLs.

The Soil Screening Guidance establishes the following goals for Type I and Type Il decision error
rates:

. Prob ("walk away" when the true EA mean is 2 SSL) = 0.05
. Prob ("investigate further" when the true EA mean is 0.5 SSL) = 0.20.

This means that there should be no more than a 5 percent chance that the site manager will "walk
away" from an EA where the true mean concentration is 2 SSL or more. In addition, there should be
no more than a 20 percent chance that the site manager will unnecessarily investigate an EA when
the mean is 0.5 SSL or less.

These decision error limits are general goals for the soil screening process. Consistent with the DQO
process, these goals may be adjusted on a site-specific basis by considering the available resources
(i.e., time and budget), the importance of screening surface soil relative to other potential exposure
pathways, consequences of potential decision errors, and consistency with other relevant EPA
guidance and programs.

Table 22 summarizes this step of the DQO process for the Max test, specifying limits on the decision
error rates, and the final step of the DQO process for the Max test, optimizing the design. Figure 5
illustrates the gray region for the decision error goals: a Type I decision error rate of 0.05 (5
percent) at 2 SSL and a Type Il decision error rate of 0.20 (20 percent) at 0.5 SSL.

4.1.7 Optimize the Design for the Max Test. This section provides instructions for
developing an optimum sampling strategy for screening surface soils. It discusses compositing, the
selection of sampling points for composited and uncomposited surface soil sampling, and the
recommended procedures for determining the sample sizes necessary to achieve specified limits on
decision errors using the Max test.

87



Table 22. Sampling Soil Screening DQOs for Surface Soils under the

Max Test

DQO Process Steps

Soil Screening Inputs/Outputs

Specify Limits on Decision Errors*

Define baseline condition (null
hypothesis)

Define the gray region**

Define Type | and Type Il decision errors

Identify consequences

Assign acceptable probabilities of Type |
and Type Il decision errors

Define QA/QC goals

The EA needs further investigation

From 0.5 SSL to 2 SSL

Type | error: Do not investigate further ("walk away from") an EA whose true
mean exceeds the screening level of 2 SSL
Type Il error: Investigate further when an EA's true mean falls below the
screening level of 0.5 SSL
Type | error: potential public health consequences
Type Il error: unnecessary expenditure of resources to investigate further
Goals:
Type I: 0.05 (5%) probability of not investigating further when “true mean” of
the EAis 2 SSL
Type 1l: 0.20 (20%) probability of investigating further when “true mean” of
the EA is 0.5 SSL
CLP precision and bias requirements
10% CLP analyses for field methods

Optimize the Design
Determine how to best estimate “true
mean”

Determine expected variability of EA
surface soil contaminant concentrations

Design sampling strategy by evaluating
costs and performance of alternatives

Develop planning documents for the field
investigation

Samples composited across the EA estimate the EA mean (x). Use maximum
composite concentration as a conservative estimate of the true EA mean.

A conservatively large expected coefficient of variation (CV) from prior data
for the site, field measurements, or data from other comparable sites and
expert judgment. A minimum default CV of 2.5 should be used when
information is insufficient to estimate the CV.

Lowest cost sampling design option (i.e., compositing scheme and number of
composites) that will achieve acceptable decision error rates

Sampling and Analysis Plan (SAP)
Quality Assurance Project Plan (QAP]jP)

* Since the DQO process controls the degree to which uncertainty in data affects the outcome of decisions that are
based on that data, specifying limits on decision errors will allow the decision maker to control the probability of making
an incorrect decision when using the DQOs.

**  The gray region represents the area where the consequences of decision errors are minor (and uncertainty in sampling

data makes decisions too close to call).

88



1.0 1.0

0.95
09 | 09
08 | ToIer_aI)IeTypeI Y
Decision Error
0.7 | Rates 07
- 0.6 | 06
Probability of
Deciding that g 0.5
the Mean Tolerable
Exceedsthe 4 [fpell 0.4
Screening Level | Error B
03 | Gray Region 03
0.2 _| (Relatively Large _ 0.2
Decision Error Rates
0.1 | are Considered 0.1
Tolerable.)
0 0

I I I
0.5xSSL SSL 2x SSL

True Mean Contaminant Concentration

Figure 5. Design performance goal diagram.

Note that the size, shape, and orientation of sampling volume (i.e., “support”) for heterogenous
media have a significant effect on reported measurement values. For instance, particle size has a
varying affect on the transport and fate of contaminants in the environment and on the potential
receptors. Because comparison of data from methods that are based on different supports can be
difficult, defining the sampling support is important in the early stages of site characterization. This
may be accomplished through the DQO process with existing knowledge of the site, contamination,
and identification of the exposure pathways that need to be characterized. Refer to Preparation of
Soil Sampling Protocols: Sampling Techniques and Strategies (U.S. EPA, 1992f) for more
information about soil sampling support.

The SAP developed for surface soils should specify sampling and analytical procedures as well as the
development of QA/QC procedures. To identify the appropriate analytical procedures, the screening
levels must be known. If data are not available to calculate site-specific SSLs, then the generic SSLs in
Appendix A should be used.

Compositing. Because the objective of surface soil screening is to ensure that the mean
contaminant concentration does not exceed the screening level, the physical "averaging" that occurs
during compositing is consistent with the intended use of the data. Compositing allows a larger
number of locations to be sampled while controlling analytical costs because several discrete samples
are physically mixed (homogenized) and one or more subsamples are drawn from the mixture and
submitted for analysis. If the individual samples in each composite are taken across the EA, each
composite represents an estimate of the EA mean.

A practical constraint to compositing in some situations is the heterogeneity of the soil matrix. The
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efficiency and effectiveness of the mixing process may be hindered when soil particle sizes vary
widely or when the soil matrix contains foreign objects, organic matter, viscous fluids, or sticky
material. Soil samples should not be composited if matrix interference among contaminants is likely
(e.g., when the presence of one contaminant biases analytical results for another).

Before individual specimens are composited for chemical analysis, the site manager should consider
homogenizing and splitting each specimen. By compositing one portion of each specimen with the
other specimens and storing one portion for potential future analysis, the spatial integrity of each
specimen is maintained. If the concentration of a contaminant in a composite sample is high, the
splits of the individual specimens from which it was composed can be analyzed discretely to
determine which individual specimen(s) have high concentrations of the contaminant. This will
permit the site manager to determine which portion within an EA is contaminated without making a
repeat visit to the site.

Sample Pattern. The Max test should only be applied using composite samples that are

representative of the entire EA. However, the Chen test (see Section 4.1.9) can be applied with
individual, uncomposited samples. There are several options for developing a sampling pattern for
compositing that produce samples that should be representative. If individual, uncomposited samples
will be analyzed for contaminant concentrations, the N sample points can be selected using either (1)
simple random sampling (SRS), (2) stratified SRS, or (3) systematic grid sampling (square or
rectangular grid) with a random starting point (SyGS/rs). Step-by-step procedures for selecting SRS
and SyGS/rs samples are provided in Chapter 5 of the U.S. EPA (1989a) and Chapter 5 of U.S. EPA
(1994e). If stratified random sampling is used, the sampling rate must be the same in every sector, or
stratum of the EA. Hence, the number of sampling points assigned to a stratum must be directly
proportional to the surface area of the stratum.

Systematic grid sampling with a random starting point is generally preferred because it ensures that
the sample points will be dispersed across the entire EA. However, if the boundaries of the EA are
irregular (e.g., around the perimeter of the site or the boundaries of a stratum within which the EAs
were defined), the number of grid sample points that fall within the EA depends on the random
starting point selected. Therefore, for these irregularly shaped EAs, SRS or stratified SRS is
recommended. Moreover, if a systematic trend of contamination is suspected across the EA (e.g., a
strip of higher contamination), then SRS or stratified SRS is recommended again. In this case, grid
sampling would be likely to result in either over- or under representation of the strip of higher
contaminant levels, depending on the random starting point.

For composite sampling, the sampling pattern used to locate the discrete sample specimens that form
each composite sample (N) is important. The composite samples should be formed in a manner that
is consistent with the assumptions underlying the sample size calculations. In particular, each
composite sample should provide an unbiased estimate of the mean contaminant concentration over
the entire EA. One way to construct a valid composite of C specimens is to divide the EA into C
sectors, or strata, of equal area and select one point at random from each sector. If sectors (strata)
are of unequal sizes, the simple average is no longer representative of the EA as a whole.

Five valid sampling patterns and compositing schemes for selecting N composite samples that each
consist of C specimens are listed below:

1. Select an SRS consisting of C points and composite all specimens associated with these points

into a sample. Repeat this process N times, discarding any points that were used in a previous
sample.
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2. Select an SyGS/rs of C points and composite all specimens associated with the points in this
sample. Repeat this process N times, using a new randomly selected starting point each time.

3. Select a single SyGS/rs of CxN points and use the systematic compositing scheme that is
described in Highlight 3 to form N composites, as illustrated in Figure 6.

4. Select a single SyGS/rs of CxN points and use the random compositing scheme that is
described in Highlight 4 to form N composites, as illustrated in Figure 7.

5. Select a stratified random sample of CxN points and use a random compositing scheme, as
described in Highlight 5, to form N composites, as illustrated in Figure 8.

Methods 1, 2, and 5 are the most statistically defensible, with method 5 used as the default method in
the Soil Screening Guidance. However, given the practical limits of implementing these methods,
either method 3 or 4 is generally recommended for EAs with regular boundaries (e.g., square or
rectangular). As noted above, if the boundaries of the EA are irregular, SyGS/rs sampling may not
result in exactly CxN sample points. Therefore, for EAs with irregular boundaries, method 5 is
recommended. Alternatively, a combination of methods 4 and 5 can be used for EAs that can be
partitioned into C sectors of equal area of which K have regular boundaries and the remaining C - K
have irregular boundaries.

Additionally, compositing within sectors to indicate whether one sector of the EA exceeds SSLs is an
option that may also be considered. See Section 4.3.6 for a full discussion.

Sample Size. This section presents procedures to determine sample size requirements for the

Max test that achieve the site-specific decision error limits discussed in Section 4.1.6. The Max test
is based on the maximum concentration observed in N composite samples that each consist of C
individual specimens. The individual specimens are selected so that each of the N composite samples
is representative of the site as a whole, as discussed above. Hence, this section addresses determining
the sample size pair, C and N, that achieves the site-specific decision error limits. Directions for
performing the Max test in a manner that is consistent with DQOs established for a site are presented
later in this section.

Table 23 presents the probabilities of Type I errors at 2 SSL and Type II errors at 0.5 SSL (the
boundary points of the gray region discussed in Section 4.1.6) for several sample size options when
the variability for concentrations of individual measurements across the EA ranges from 100 percent
to 400 percent (CV = 1.0 to 4.0). Two choices for the number, C, of specimens per composite are
shown in this table: 4 and 6. Fewer than four specimens per composite is not considered sufficient for
the Max test. Fewer than four specimens per composite does not achieve the decision error limit
goals for the level of variability generally encountered at CERCLA sites. More than six specimens
may be more than can be effectively homogenized into a composite sample.

The number, N, of composite samples shown in Table 23 ranges from 4 to 9. Fewer than four
samples is not considered sufficient because, considering decision error rates from simulation results
(Section 4.3), the Max text should be based on at least four independent estimates of the EA mean.
More than nine composite samples per EA is generally unlikely for screening surface soils at
Superfund sites. However, additional sample size options can be determined from the simulation
results reported in Appendix 1.
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Highlight 3: Procedure for Compositing of Specimens from a Grid Sample
Using a Systematic Scheme (Figure 6)

Lay out a square or triangular grid sample over the EA, using a random start. Step-by-step
procedures can be found in Chapter 5 of U.S. EPA (1989a). The number of points in the grid
should be equal to CxN, where C is the desired number of specimens per composite and N is the
desired number of composites.

Divide the EA into C sectors (strata) of equal area and shape such that each sector contains the
same number of sample points. The number of sectors (C) should be equal to the number of
specimens in each composite (since one specimen per area will be used in each composite) and
the number of points within each sector, N, should equal the desired number of composite
samples.

Label the points within one sector in any arbitrary fashion from 1 to N. Use the same scheme for
each of the other sectors.

Form composite number 1 by compositing specimens with the '1' label, form composite number 2
by compositing specimens with the '2' label, etc. This leads to N composite samples that are
subjected to chemical analysis.

L] 02 L] o2
@3 o4 @3 o4
@5 @6 @5 @6
L] o2 L] o2
@3 o4 @3 o4
@5 @6 @5 @6

Figure 6. Systematic (square grid points) sample with systematic compositing scheme
(6 composite samples consisting of 4 specimens).

92




Highlight 4: Procedure for Compositing of Specimens from a Grid Sample Using a
Random Scheme (Figure 7)

Lay out a square or triangular grid sample over the EA, using a random start. Step-by-step
procedures can be found in Chapter 5 of U.S. EPA (1989a). The number of points in the grid
should be equal to CxN, where C is the desired number of specimens per composite and N is
the desired number of composites.

Divide the EA into C sectors (strata) of equal area and shape such that each sector contains
the same number of sample points. The number of sectors (C) should be equal to the number
of specimens in each composite (since one specimen per area will be used in each
composite) and the number of points within each sector, N, should equal the desired number
of composite samples.

Use a random number table or random number generator to establish a set of labels for the N
points within each sector. This is done by first labeling the points in a sector in an arbitrary
fashion (say, points A, B, C,...) and associating the first random number with point A, the
second with point B, etc. Then rank the points in the sector according to the set of random
numbers and relabel each point with its rank. Repeat this process for each sector.

Form composite number 1 by compositing specimens with the ‘1’ label, form composite
number 2 by compositing specimens with the ‘2’ label, etc. This leads to N composite samples
that are subjected to chemical analysis.

@3 o2 L) @5
L] o4 @6 @3
@5 @6 o2 o4
@6 @5 o4 @6
L] o4 @3 @5
@3 o2 o2 L]

Figure 7. Systematic (square grid points) sample with random compositing scheme
(6 composite samples consisting of 4 specimens).
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Highlight 5: Procedure for Compositing of Specimens from a Stratified Random
Sample Using a Random Scheme (Figure 8)

Divide the EA into C sectors (strata) of equal area, where C is equal to the number of
specimens to be in each composite (since one specimen per stratum will be used in each
composite).

Within each stratum, choose N random locations, where N is the desired number of
composites. Step-by-step procedures for choosing random locations can be found in
Chapter 5 of U.S. EPA (1989a).

Use a random number table or random number generator to establish a set of labels for the N
points within each sector. This is done by first labeling the points in a sector in an arbitrary
fashion (say, points A, B, C,...) and associating the first random number with point A, the
second with point B, etc. Then rank the points in the sector according to the set of random
numbers and relabel each point with its rank. Repeat this process for each sector.

Form composite number 1 by compositing specimens with the '1' label, form composite
number 2 by compositing specimens with the '2' label, etc. This leads to N composite samples
that are subjected to chemical analysis.

® o % o
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Figure 8. Stratified random sample with random compositing scheme
(6 composite samples consisting of 4 specimens).
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Table 23. Probability of Decision Error at 0.5 SSL and 2 SSL Using Max Test

Ccv=1.02 Ccv=1.5 Ccv=2.0 Ccv=2.5 CVv=3.0 CVv=3.5 Ccv=4.0
Sample
Sizeb Eos° Ejof Eos Ezo Eos Ezo Eos Ezo Eos Ezo Eos Ezo Eos Ezo
C = 4 specimens per composite®
4 <.01 0.08 0.02 0.11 0.09 0.13 0.14 0.19 0.19 0.20 0.24 0.26 0.25 0.30
5 <.01 0.05 0.02 0.06 0.11 0.10 0.15 0.10 0.26 0.17 0.26 0.18 0.31 0.25
6 <.01 0.03 0.02 0.04 0.11 0.06 0.21 0.08 0.28 0.11 0.31 0.11 0.35 0.16
7 <.01 0.01 0.03 0.02 0.12 0.04 0.25 0.05 0.31 0.08 0.36 0.09 0.41 0.15
8 <.01 0.01 0.03 0.01 0.16 0.02 0.25 0.04 0.36 0.05 0.42 0.07 0.41 0.09
9 <.01 0.01 0.05 0.01 0.16 0.01 0.28 0.03 0.36 0.04 0.44 0.07 0.48 0.08
C = 6 specimens per composite
4 <.01 0.08 <.01 0.11 0.03 0.12 0.08 0.16 0.15 0.17 0.26 0.20 0.23 0.27
5 <.01 0.05 <.01 0.06 0.04 0.09 0.11 0.09 0.17 0.13 0.22 0.15 0.25 0.20
6 <.01 0.03 0.01 0.04 0.06 0.04 0.14 0.06 0.19 0.09 0.25 0.09 0.29 0.12
7 <.01 0.01 0.01 0.02 0.06 0.02 0.14 0.04 0.23 0.06 0.29 0.08 0.37 0.08
8 <.01 0.01 0.01 0.01 0.06 0.02 0.15 0.02 0.25 0.03 0.30 0.04 0.40 0.06
9 <.01 0.01 0.01 0.01 0.06 0.01 0.18 0.02 0.28 0.03 0.34 0.03 0.39 0.04

a The CV is the coefficient of variation for individual, uncomposited measurements across the entire EA, including measurement error.

b Sample size (N) = number of composite samples.

¢ Eg.5 = Probability of requiring further investigation when the EA mean is 0.5 SSL.

d E, ¢ = Probability of not requiring further investigation when the EA mean is 2.0 SSL.

e C = number of specimens per composite sample, where each composite consists of points from a stratified random or systematic grid sample from across the

entire EA.

NOTE: All decision error rates are based on 1,000 simulations that assume that each composite is representative of the entire EA, that half the EA has
concentrations below the quantitation limit (i.e., SSL/100), and half the EA has concentrations that follow a gamma distribution (a conservative
distributional assumption).
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The error rates shown in Table 23 are based on the simulations presented in Appendix [. These
simulations are based on the following assumptions:

1. Each of the N composite samples is based on C specimens selected to be
representative of the EA as a whole, as specified above (C = number of sectors or
strata).

2. One-half the EA has concentrations below the quantitation limit (which is assumed to

be SSL/100).

3. One-half the EA has concentrations that follow a gamma distribution (see Section 4.3
for additional discussion).

4. Each chemical analysis is subject to a 20 percent measurement error.

The error rates presented in Table 23 are based on the above assumptions which make them robust
for most potential distributions of soil contaminant concentrations. Distribution assumptions 2 and 3
were used because they were found in the simulations to produce high error rates relative to other
potential contaminant distributions (see Section 4.3). If the proportion of the site below the
quantitation limit (QL) is less than half or if the distribution of the concentration measurements is
some other distribution skewed to the right (e.g., lognormal), rather than gamma, then the error rates
achieved are likely to be no worse than those cited in Table 23. Although the actual contaminant
distribution may be different from those cited above as the basis for Table 23, only extensive
investigations will usually generate sufficient data to determine the actual distribution for each EA.

Using Table 23 to determine the sample size pair (C and N) needed to achieve satisfactory error rates
with the Max test requires an a priori estimate of the coefficient of variation for measurements of
the contaminant of interest across the EA. The coefficient of variation (CV) is the ratio of the
standard deviation of contaminant concentrations for individual, uncomposited specimens divided by
the EA mean concentration. As discussed in Section 4.1.4, the EAs should be constructed within
strata expected to have relatively homogeneous concentrations so that an estimate of the CV for a
stratum may be applicable for all EAs in that stratum. The site manager should use a conservatively
large estimate of the CV for determining sample size requirements because additional sampling will be
needed if the data suggest that the true CV is greater than that used to determine the sample sizes.

Potential sources of information for estimating the EA or stratum means, variances, and CVs include
the following (in descending order of desirability):

. Data from a pilot study conducted at the site
. Prior sampling data from the site

. Data from similar sites

. Professional judgment.

For more information on estimating variability, see Section 6.3.1 of U.S. EPA (1989a).

4.1.8 Using the DQA Process: Analyzing Max Test Data. This section provides
guidance for analyzing the data for the Max test.

The hypothesis test for the Max test is very simple to implement, which is one reason that the Max
test is attractive as a surface soil screening test. If x;, X,, .., Xy represent concentration

measurements for N composite samples that each consist of C specimens selected so that each
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composite is representative of the EA as a whole (as described in Section 4.1.7), the Max test is
implemented as follows:

If Max (x4, X,, ..., Xy) > 2 SSL, then investigate the EA further;
If Max (x;, X,, ..., Xy) < 2 SSL, and the data quality assessment (DQA) indicates that the
sample size was adequate, then no further investigation is necessary.

In addition, the step-by-step procedures presented in Highlight 6 must be implemented to ensure that
the site-specific error limits, as discussed in Section 4.1.6, are achieved.

If the EA mean is below 2 SSL, the DQA process may be used to determine if the sample size was
sufficiently large to justify the decision to not investigate further. To use Table 23 to check whether
the sample size is adequate, an estimate of the CV is needed for each EA. The first four steps of
Highlight 6, the DQA process for the Max test, present a process for the computation of a sample
CV for an EA based on the N composite samples that each consist of C specimens.

However, the sample CV can be quite large when all the measurements are very small (e.g., well below
the SSL) because CV approaches infinity as the EA sample mean (X) approaches zero. Thus, when
the composite concentration values for an EA are all near zero, the sample CV may be questionable
and therefore unreliable for determining if the original sample size was sufficient (i.e., it could lead to
further sampling when the EA mean is well below 2 SSL). To protect against unnecessary additional
sampling in such cases, compare all composites against the equation given in Step 5 of Highlight 6. If
the maximum composite sample concentration is below the value given by the equation, then the
sample size may be assumed to be adequate and no further DQA is necessary.

To develop Step 5, EPA decided that if there were no compositing (C=1) and all the observations
(based on a sample size appropriate for a CV of 2.5) were less than the SSL, then one can reasonably
assume that the EA mean was not greater than 2 SSL. Likewise, because the standard error for the
mean of C specimens, as represented by the composite sample, is proportional to 1/4/C, the
comparable condition for composite observations is that one can reasonably assume that the EA
mean was not greater than 2 SSL when all composite observations were less than SSL// C . If this is
the case for an EA sample set, the sample size can be assumed to be adequate and no further DQA is
needed. Otherwise (when at lease one composite observation is not this small), use Table 23 with the
sample CV for the EA to determine whether a sufficient number of samples were taken to achieve
DQOs.

In addition to being simple to implement, the Max test is recommended because it provides good
control over the Type I error rates at 2 SSL with small sample sizes. It also does not need any
assumptions regarding observations below the QL. Moreover, the Max test error rates at 2 SSL are
fairly robust against alternative assumptions regarding the distribution of surface soil concentrations
in the EA. The simulations in Appendix I show that these error rates are rather stable for lognormal
or Weibull contaminant concentration distributions and for different assumptions about portions of
the site with contaminant concentrations below the QL.
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Highlight 6: Directions for Data Quality Assessment for the Max Test

Let x1, Xo, ..

., XN represent contaminant concentration measurements for N composite samples that

each consist of C specimens selected so that each composite is representative of the EA as a whole.
The following describes the steps required to ensure that the Max test achieves the DQOs
established for the site.

STEP 1:

STEP 2:

STEP 3:

STEP 4:

STEP 5:

STEP 6:

The site manager determines the Type | error rate to be achieved at 2 SSL and the Type Il
error rate to be achieved at 0.5 SSL, as described in Section 4.1.6.

N

Y X

i=1

1

Calculate the sample mean X = N

Calculate the sample standard deviation
1 2
S= w2 (X~ X
\/ N-1 igl ( X )

Calculate the sample estimate of the coefficient of variation, CV, for individual concentration
measurements from across the EA.

JC s

X

Cv =

NOTE: This is a conservation approximation of the CV for individual measurements.

SSL _ :
If Max (xl, Xop eos xN) <W, then no further data quality assessment is needed and the EA

needs no further investigation.
Otherwise proceed to Step 6.

Use the value of the sample CV calculated in Step 4 as the true CV of concentrations to
determine which column of Table 23 is applicable for determining sample size
requirements. Using the error limits established in Step 1, determine the sample size
requirements from this table. If the required sample size is greater than that implemented,
further investigation of the EA is necessary. The further investigation may consist of
selecting a supplemental sample and repeating the Max test with the larger, combined
sample.

A limitation of the Max test is that it does not provide as good control over the Type II error rates
at 0.5 SSL as it does for Type I error rates at 2 SSL. In fact, for a fixed number, C, of specimens per
composite, the Type II error rate increases as the number of composite samples, N, increases. As the
sample size increases, the likelihood of observing an unusual sample with the maximum exceeding 2
SSL increases. However, the Type Il error rate can be decreased by increasing the number of
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specimens per composite. This unusual performance of the Max test as a hypothesis testing
procedure occurs because the rejection region is fixed below 2 SSL and thus does not depend on the
sample size (as it does for typical hypothesis testing procedures).

4.1.9 Specify Limits on Decision Errors for Chen Test. Although the Max test is

adequate and appropriate for selecting a sample size for site screening, there are other alternate
methods of screening surface soils. One such alternate method is the Chen test. In general, the Chen
test differs from the Max test in its basic assumption about site contamination and the purpose of
soil sampling. Because of this variation, these two methods have different null hypotheses and
different decision error types.

There are two formulations of the statistical hypothesis test concerning the true (but unknown)
mean contaminant concentration, p, that achieve the Soil Screening Guidance decision error rate
goals specified in Section 4.1.6. They are:

1. Test the null hypothesis, Hgp: p 3 2 SSL, versus the alternative hypothesis,
Hy: p < 2 SSL, at the 5 percent significance level using a sample size chosen to
achieve a Type II error rate of 20 percent at 0.5 SSL.

2. Test the null hypothesis, Hy: p £ 0.5 SSL, versus the alternative hypothesis,
Hy: p > 0.5 SSL, at the 20 percent significance level using a sample size chosen to
achieve a Type II error rate of 5 percent at 2 SSL.

The first formulation of the problem (which is commonly used in the Superfund program) has the
advantage that the error rate that has potential public health consequences is controlled directly via
the significance level of the test. The error rate that has primarily cost consequences can be reduced
by increasing the sample size above the minimum requirement. However, EPA has identified a new
test procedure, the Chen test (Chen, 1995), which requires the second formulation but is less sensitive
to assumptions regarding the distribution of the contaminant measurements than the Land procedure
used in the December 1994 draft Technical Background Document (see Section 4.3). This section
provides guidance regarding application of the Chen test and is, therefore, based on the second
formulation of the hypothesis test.

A disadvantage of the second formulation is its performance when the true EA mean is between 0.5
SSL and the SSL. In this case, as the sample size increases, the test indicates the decision to
investigate further, even though the mean is less than the SSL. In fact, no test procedure with feasible
sample sizes performs well when the true EA mean is in the "gray region" between 0.5 SSL and 2 SSL
(see Section 4.3). Whenever large sample sizes are feasible, one should modify the problem statement
and test the null hypothesis, Hy: p £ SSL, instead of Hy: p £ 0.5 SSL. One would then develop
appropriate DQOs for this modified hypothesis test (e.g., significance level of 20 percent at the SSL
and 5 percent probability of decision error at 2 SSL).

When the true mean of an EA is compared with the screening level, there are two possible decision
errors that may occur: (1) decide not to investigate an EA further (i.e., "walk away") when the
correct decision would be to "investigate further"; and (2) decide to investigate further when the
correct decision would be to "walk away." For the Chen test, the "incorrectly walk away" decision
error is designated as the Type II decision error because it occurs when we incorrectly accept the null
hypothesis. Correspondingly, the "unnecessarily investigate further" decision error is designated as
the Type I decision error because it occurs when we incorrectly reject the null hypothesis.
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As discussed in Section 4.1.6, the Soil Screening Guidance specifies a default gray region for decision
errors from 0.5 SSL to 2 SSL and sets the following goals for Type I and Type II error rates:

. Prob ("investigate further" when the true EA mean is 0.5 SSL) = 0.20
. Prob ("walk away" when the true EA mean is 2 SSL) = 0.05.

Table 24 summarizes this step of the DQO process for the Chen test, specifying limits on the
decision error rates, and the final step of the DQO process, optimizing the design.

4.1.10 Optimize the Design Using the Chen Test. This section includes guidance on
developing an optimum sampling strategy for screening surface soils. It discusses compositing, the
selection of sampling points for composited and uncomposited surface soil sampling, and the
recommended procedures for determining the sample sizes necessary to achieve specified limits on
decision errors using the Chen test.

Note that the size, shape, and orientation of sampling volume (i.e., “support”) for heterogenous
media have a significant effect on reported measurement values. For instance, particle size has a
varying affect on the transport and fate of contaminants in the environment and on the potential
receptors. Because comparison of data from methods that are based on different supports can be
difficult, defining the sampling support is important in the early stages of site characterization. This
may be accomplished through the DQO process with existing knowledge of the site, contamination,
and identification of the exposure pathways that need to be characterized. Refer to Preparation of
Soil Sampling Protocols: Sampling Techniques and Strategies (U.S. EPA, 1992f) for more
information about soil sampling support.

The SAP developed for surface soils should specify sampling and analytical procedures as well as the
development of QA/QC procedures. To identify the appropriate analytical procedures, the screening
levels must be known. If data are not available to calculate site-specific SSLs, then the generic SSLs in
Appendix A should be used.

Compositing. Because the objective of surface soil screening is to ensure that the mean

contaminant concentration does not exceed the screening level, the physical "averaging" that occurs
during compositing is consistent with the intended use of the data. Compositing allows a larger
number of locations to be sampled while controlling analytical costs because several discrete samples
are physically mixed (homogenized) and one or more subsamples are drawn from the mixture and
submitted for analysis. If the individual samples in each composite are taken across the EA, each
composite represents an estimate of the EA mean.

A practical constraint to compositing in some situations is the heterogeneity of the soil matrix. The
efficiency and effectiveness of the mixing process may be hindered when soil particle sizes vary
widely or when the soil matrix contains foreign objects, organic matter, viscous fluids, or sticky
material. Soil samples should not be composited if matrix interference among contaminants is likely
(e.g., when the presence of one contaminant biases analytical results for another).
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Table 24. Sampling Soil Screening DQOs for Surface Soils under Chen

Test
DQO Process Steps Soil Screening Inputs/Outputs
Specify Limits on Decision Errors
Define baseline condition (null EA needs no further investigation
hypothesis)
Define gray region From 0.5 SSL to 2 SSL
Define Type | and Type Il decision Type | error: Investigate further when an EA's true mean
errors concentration is below 0.5 SSL
Type Il error: Do not investigate further ("walk away from") when
an EA true mean concentration is above 2 SSL
Identify consequences Type | error: unnecessary expenditure of resources to investigate
further
Type Il error: potential public health consequences
Assign acceptable probabilities of Goals:
Type | and Type Il decision errors Type I: 0.20 (20%) probability of investigating further when EA

mean is 0.5 SSL
Type II: 0.05 (5%) probability of not investigating further when EA

mean is 2 SSL
Optimize the Design
Determine expected variability of EA A conservatively large expected coefficient of variation (CV) from
surface soil contaminant prior data for the site, field measurements, or data from other
concentrations comparable sites and expert judgment
Design sampling strategy by evaluating Lowest cost sampling design option (i.e., compositing scheme
costs and performance of alternatives and number of composites) that will achieve acceptable decision

error rates

Develop planning documents for the Sampling and Analysis Plan (SAP)
field investigation Quality Assurance Project Plan (QAP]jP)

Before individual specimens are composited for chemical analysis, the site manager should consider
homogenizing and splitting each specimen. By compositing one portion of each specimen with the
other specimens and storing one portion for potential future analysis, the spatial integrity of each
specimen is maintained. If the concentration in a composite is high, the splits of the individual
specimens of which it was composed can be analyzed subsequently to determine which individual
specimen(s) have high concentrations. This will permit the site manager to determine which portion
within an EA is contaminated without making a repeat visit to the site.

Sample Pattern. The Chen test can be applied using composite samples that are representative
of the entire EA or with individual uncomposited samples.

Systematic grid sampling (SyGS) generally is preferred because it ensures that the sample points will
be dispersed across the entire EA. However, if the boundaries of the EA are irregular (e.g., around the
perimeter of the site or the boundaries of a stratum within which the EAs were defined), the number
of grid sample points that fall within the EA depends on the random starting point selected.
Therefore, for these irregularly shaped EAs, SRS or stratified SRS is recommended. Moreover, if a
systematic trend of contamination is suspected across the EA (e.g., a strip of higher contamination),
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then SRS or stratified SRS is recommended again. In this case, grid sampling would be likely to result
in either over- or under representation of the strip of higher contaminant levels, depending on the
random starting point.

For composite sampling, the sampling pattern used to locate the C discrete sample specimens that
form each composite sample is important. The composite samples must be formed in a manner that
is consistent with the assumptions underlying the sample size calculations. In particular, each
composite sample must provide an unbiased estimate of the mean contaminant concentration over
the entire EA. One way to construct a valid composite of C specimens is to divide the EA into C
sectors, or strata, of equal area and select one point at random from each sector. If sectors (strata)
are of unequal sizes, the simple average is no longer representative of the EA as a whole.

Valid sampling patterns and compositing schemes for selecting N composite samples that each
consist of C specimens include the following:

1. Select an SRS consisting of C points and composite all specimens associated with
these points into a sample. Repeat this process N times, discarding any points that
were used in a previous sample.

2. Select an SyGS/rs of C points and composite all specimens associated with the points
in this sample. Repeat this process N times, using a new randomly selected starting
point each time.

3. Select a single SyGS/rs of CN points and use the systematic compositing scheme that
is described in Highlight 3 to form N composites, as illustrated in Figure 6.

4.  Select a single SyGS/rs of CxN points and use the random compositing scheme that is
described in Highlight 4 to form N composites, as illustrated in Figure 7.

5. Select a stratified random sample of CxN points and use a random compositing
scheme, as described in Highlight 5, to form N composites, as illustrated in Figure 8.

Methods 1, 2, and 5 are the most statistically defensible, with method 5 used as the default method in
the Soil Screening Guidance. However, given the practical limits of implementing these methods,
either method 3 or 4 is generally recommended for EAs with regular boundaries (e.g., square or
rectangular). As noted above, if the boundaries of the EA are irregular, SyGS/rs sampling may not
result in exactly CxN sample points. Therefore, for EAs with irregular boundaries, method 5 is
recommended. Alternatively, a combination of methods 4 and 5 can be used for EAs that can be
partitioned into C sectors of equal area of which K have regular boundaries and the remaining C - K
have irregular boundaries.

Sample Size. This section provides procedures to determine sample size requirements for the

Chen test that achieve the site-specific decision error limits discussed in Section 4.1.6. The Chen test
is an upper-tail test for the mean of positively skewed distributions, like the lognormal (Chen, 1995).
It is based on the mean concentration observed in a simple random sample, or equivalent design,
selected from a distribution with a long right-hand tail.

The Chen procedure is a hypothesis testing procedure that is robust among the family of right-

skewed distributions (see Section 4.3). That is, decision error rates for a given sample size are
relatively insensitive to the particular right-skewed distribution that generated the data. This
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robustness is important in the context of surface soil screening because the number of surface soil
samples will usually not be sufficient to determine the distribution of the concentration
measurements.

The procedures presented above for selecting composited or uncomposited simple random or
systematic grid samples can all be used to generate samples for application of the Chen test. The
Chen procedure is based on a simple random sample, or one that can be analyzed as if it were an SRS.
Directions for performing the Chen test in a manner that is consistent with the DQOs that have been
established for a site are presented later.

Tables 25 through 30 provide the sample sizes required for the Chen test performed at the 10, 20, or
40 percent levels of significance (probability of Type I error at 0.5 SSL) and achieve, at most, a 5 or
10 percent probability of (Type II) error at 2 SSL. The Type II error rates at 2 SSL are based on the
simulations presented in Appendix I. These simulations are based on the following assumptions:

1. Each of the N composite samples is based on C specimens selected to be
representative of the EA as a whole, as specified above.

2. One-half the EA has concentrations below the quantitation limit (which is assumed to
be SSL/100).

3. One-half the EA has concentrations that follow a gamma distribution.

4.  Measurements below the QL are replaced by 0.5 QL for computation of the Chen test
statistic.

5. Each chemical analysis is subject to a 20 percent measurement error.

Distributional assumptions 2 and 3 were used as the basis for the Type Il error rates at 2 SSL (shown
in Tables 25 through 30) because they were found in the simulations to produce high error rates
relative to other potential contaminant distributions. If the proportion of the site below the QL is
less than half or if the distribution of the concentration measurements is some other right-skewed
distribution (e.g., lognormal), rather than gamma, then the Type II error rates achieved are likely to
be no worse than those cited in Tables 25 through 30. No sample sizes, N, less than four are shown in
these tables (irrespective of the number of specimens per composite) because consideration of the
simulation results presented in Section 4.3 has led to a program-level decision that at least four
separate analyses are required to adequately characterize the mean of an EA. No sample sizes in
excess of nine are presented because of a program-level decision that more than nine samples per
exposure area is generally unlikely for screening surface soils at Superfund sites. However, additional
sample size options can be determined from the simulations reported in Appendix I.

When using Tables 25 through 30 to determine the sample size pair (C and N) needed to achieve
satisfactory error rates with the Chen test, investigators must have an a priori estimate of the CV for
measurements of the contaminant of interest across the EA. As previously discussed for the Max
test, the site manager should use a conservatively large estimate of the CV for determining sample
size requirements because additional sampling will be required if the data suggest that the true CV is
greater than that used to determine the sample sizes.
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Table 25. Minimum Sample Size for Chen Test at 10 Percent Level of
Significance to Achieve a 5 Percent Chance of “Walking Away” When EA
Mean is 2.0 SSL, Given Expected CV for Concentrations Across the EA

Number of Coefficient of variation (CV)2
per composite? 1.0 15 2.0 2.5 3.0
2 7 9 >9 >9 >9
3 5 7 9 >9 >9
4 4 6 8 >9 >9
5 4 5 6 8 >9
6 4 4 5 7 9

aThe CV is the coefficient of variation for individual, uncomposited measurements across the entire EA and includes
measurement error.

bEach composite consists of points from a stratified random or systematic grid sample across the entire EA.

NOTE: Sample sizes are based on 1,000 simulations that assume that each composite is representative of the entire
EA, that half the EA has concentrations below the limit of detection, and that half the EA has concentrations following
a gamma distribution (a conservative distributional assumption).

Table 26. Minimum Sample Size for Chen Test at 20 Percent Level of
Significance to Achieve a 5 Percent Chance of “Walking Away” When EA
Mean is 2.0 SSL, Given Expected CV for Concentrations Across the EA

Number of Coefficient of variation (CV)2
specimens

per compositeb 1.0 1.5 2.0 2.5 3.0 3.5
1 9 >9 >9 >9 >9 >9
2 5 7 >9 >9 >9 >9
3 4 5 7 9 >9 >9
4 4 4 6 7 >9 >9
5 4 4 4 6 8 >9
6 4 4 4 5 9

aThe CV is the coefficient of variation for individual, uncomposited measurements across the entire EA and includes
measurement error.

bEach composite consists of points from a stratified random or systematic grid sample across the entire EA.

NOTE: Sample sizes are based on 1,000 simulations that assume that each composite is representative of the entire
EA, that half the EA has concentrations below the limit of detection, and that half the EA has concentrations following
a gamma distribution (a conservative distributional assumption).
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Table 27. Minimum Sample Size for Chen Test at 40 Percent Level of
Significance to Achieve a 5 Percent Chance of “Walking Away” When EA
Mean is 2.0 SSL, Given Expected CV for Concentrations Across the EA

Number of Coefficient of variation (CV)2
pe?pciCrLrgggisteb 1.0 1.5 2.0 2.5 3.0 3.5 4.0
1 5 9 >9 >9 >9 >9 >9
2 4 4 8 9 >9 >9 >9
3 4 4 5 7 >9 >9 >9
4 4 4 4 5 8 >9 >9
5 4 4 4 5 6 9 >9
6 4 4 4 4 5 8 9

aThe CV is the coefficient of variation for individual, uncomposited measurements across the entire EA and includes
measurement error.

bEach composite consists of points from a stratified random or systematic grid sample across the entire EA.

NOTE: Sample sizes are based on 1,000 simulations that assume that each composite is representative of the entire
EA, that half the EA has concentrations below the limit of detection, and that half the EA has concentrations following
a gamma distribution (a conservative distributional assumption).

Table 28. Minimum Sample Size for Chen Test at 10 Percent Level of
Significance to Achieve a 10 Percent Chance of “Walking Away” When
EA Mean is 2.0 SSL, Given the Expected CV for Concentrations Across

the EA
Number of Coefficient of variation (CV)2
specimens
per compositeb 1.0 1.5 2.0 2.5 3.0 3.5
2 6 7 >9 >9 >9 >9
3 4 5 7 >9 >9 >9
4 4 4 6 7 >9 >9
° 4 4 5 6 8 >9
6 4 4 4 5 7 9

aThe CV is the coefficient of variation for individual, uncomposited measurements across the entire EA and includes
measurement error.

bEach composite consists of points from a stratified random or systematic grid sample across the entire EA.

NOTE: Sample sizes are based on 1,000 simulations that assume that each composite is representative of the entire
EA, that half the EA has concentrations below the limit of detection, and that half the EA has concentrations following
a gamma distribution (a conservative distributional assumption).
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Table 29. Minimum Sample Size for Chen Test at 20 Percent Level of
Significance to Achieve a 10 Percent Chance of “Walking Away” When
EA Mean is 2.0 SSL, Given Expected CV for Concentrations Across the

EA
Number of Coefficient of variation (CV)2
specimens
per compositeb 1.0 1.5 2.0 2.5 3.0 3.5 4.0
1 7 9 >9 >9 >9 >9 >9
2 4 5 8 >9 >9 >9 >9
3 4 4 5 8 >9 >9 >9
4 4 4 4 5 8 >9 >9
5 4 4 4 5 6 8 >9
6 4 4 4 4 5 7 9

aThe CV is the coefficient of variation for individual, uncomposited measurements across the entire EA and includes
measurement error.

bEach composite consists of points from a stratified random or systematic grid sample across the entire EA.

NOTE: Sample sizes are based on 1,000 simulations that assume that each composite is representative of the entire
EA, that half the EA has concentrations below the limit of detection, and that half the EA has concentrations following
a gamma distribution (a conservative distributional assumption).

Table 30. Minimum Sample Size for Chen Test at 40 Percent Level of
Significance to Achieve a 10 Percent Chance of “Walking Away” When
EA Mean is 2.0 SSL, Given Expected CV for Concentrations Across the

EA
Number of Coefficient of variation (CV)?2
specimens
per compositeb 1.0 1.5 2.0 2.5 3.0 3.5 4.0
1 4 7 9 >9 >9 >9 >9
2 4 4 5 8 9 >9 >9
3 4 4 4 5 7 9 >9
4 4 4 4 4 5 7 >9
5 4 4 4 4 5 6 8
6 4 4 4 4 4 5 6

aThe CV is the coefficient of variation for individual, uncomposited measurements across the entire EA and includes
measurement error.

bEach composite consists of points from a stratified random or systematic grid sample across the entire EA.

NOTE: Sample sizes are based on 1,000 simulations that assume that each composite is representative of the entire
EA, that half the EA has concentrations below the limit of detection, and that half the EA has concentrations following
a gamma distribution (a conservative distributional assumption).
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Given an a priori estimate of the CV of concentration measurements in the EA, the site manager can
use Table 26 to determine a sample size option that achieves the decision error goals for surface soil
screening presented in Section 4.1.6 (i.e., not more than 20 percent chance of error at 0.5 SSL and
not more than 5 percent at 2 SSL). For example, suppose that the site manager expects that the
maximum true CV for concentration measurements in an EA is 2. Then Table 26 shows that six
composite samples, each consisting of four specimens, will be sufficient to achieve the decision error
limit goals.

4.1.11 Using the DQA Process: Analyzing Chen Test Data. Step-by-step

instructions for using the Chen test to analyze data from both discrete random samples and pseudo-
random samples (e.g., composite samples constructed as described previously) are provided in
Highlight 7. This method for analyzing the data is a robust procedure for an upper-tailed test for the
mean of a positively skewed distribution. As explained by Chen (1995), this procedure is a robust
generalization of the familiar Student's t-test; it further generalizes a method developed by Johnson
(1978) for asymmetric distributions.

The only assumption necessary for valid application of the Chen procedure is that the sample be a
random sample from a right-skewed distribution. This robustness within the broad family of right-
skewed distributions is appropriate for screening surface soil because the distribution of
concentrations within an EA may depart from the common assumption of lognormality.

Computation of the Chen test statistic, as shown in Highlight 7, requires that concentration values be
available for all N individual or composite samples analyzed for the contaminant of interest. If an
analytical test result is reported below the quantitation limit, it should be used in the computations.
For results below detection, substitute one-half the QL.

A disadvantage of the Chen procedure is that the hypothesis, “the EA needs no further
investigation,” must be treated as the alternative hypothesis, rather than as the null hypothesis. As a
result, the Type I error rate at 0.5 SSL is controlled via the significance level of the test, rather than
the error rate at 2 SSL, which may have public health consequences. Hence, if the sample sizes (C and
N) are based on an assumed CV that is too small, the desired error rate at 2 SSL is likely not to be
achieved. Therefore, it is important to perform the data quality assurance check specified in Steps 6
through 8 of Highlight 7 to ensure that the desired error rate at 2 SSL is achieved. Moreover, it is
important that the site manager base the initial EA sample sizes on a conservatively large estimate
of the CV so that this process will not result in the need for additional sampling.

4.1.12 Special Considerations for Multiple Contaminants. If the surface soil

samples collected for an EA will be tested for multiple contaminants, be aware that the expected CVs
for the different contaminants may not all be identical. A conservative approach is to base the
sample sizes for all contaminants on the largest expected CV.

4.1.13 Quality  Assurance/Quality Control Requirements. Regardless of the

sampling approach used, the Superfund quality assurance program guidance must be followed to ensure
that measurement error rates are documented and within acceptable limits (U.S. EPA, 1993d).
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Highlight 7: Directions for the Chen Test Using Simple Random Sample Scheme

Let x4, X,..., XN, Fepresent concentration measurements for N random sampling points or N pseudo-

random sampling points (i.e., from a design that can be analyzed as if it were a simple random sample).
The following describes the steps for a one-sample test for Hy: L £ 0.5 SSL at the 100a % significance

level that is designed to achieve a 100R% chance of incorrectly accepting Ho when p =2 SSL.

1

STEP 1: Calculate the sample mean X = N

N
XX
i=1

STEP 2: Calculate the sample standard deviation

STEP 3: Calculate the sample skewness

Z(xi-x>3

i=1

b=N ;
(N-1) (N-2)s

STEP 4: Calculate the Chen test statistic, ty, as follows:

a=

b
6 /N

_ %x-05SsL

s/ JN

t, = t+a (1+2t%) + 4a° (t+2t°)
STEP 5: Compare t, to z, the 100(1 - a) percentile of the standard normal probability distribution.
If t, > z5, the null hypothesis is rejected, and the EA needs further investigation.
If t, £ z, there is insufficient evidence to reject the null hypothesis. Proceed to Step 6 to

determine if the sample size is sufficient to achieve a 10013% or less chance of incorrectly
accepting the H,when =2 SSL.
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Highlight 7: Directions for the Chen Test Using Simple Random Sample Scheme

STEP 6:

STEP 7:

STEP 8:

(continued)

Let C represent the number of specimens composited to form each of the N samples,
where each of xy, Xo,..., XN IS @ composite sample consisting of C specimens selected so

that each composite is representative of the EA as a whole. (If each of x4, Xp,..., X IS an
individual random or pseudo-random sampling point, then C = 1.)

If Max (xl, Xopeoes X

SSL
) <——=—=, then no further data quality assessment is needed and the EA
Nt C

needs no further investigation.
Otherwise proceed to Step 7.

Calculate the sample estimate of the coefficient of variation, CV, for individual concentration
measurements from across the EA.

JC s

Cv =

i

NOTE: This calculation ignores measurement error, which results in conservatively large
sample size requirements.

Use the value of the sample CV calculated in Step 7 as the true CV of concentrations in
Tables 25 through 30 to determine the minimum sample size, N*, necessary to achieve a
10013% or less chance of incorrectly accepting H, when p =2 SSL.

IfN3 N, the EA needs no further investigation.

If N < N*, further investigation of the EA is necessary. The further investigation may consist
of selecting a supplemental sample and repeating this hypothesis testing procedure with
the larger, combined sample.

4.1.14 Final

investigation strategy.

4.1.15 Reporting. The decision process for surface soil screening should be thoroughly
documented as part of the RI/FS process. This documentation should include a map of the site
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Analysis. After either the Max test or the Chen test has been performed for
each EA of interest (0.5 acre or less) at an NPL site, the pattern of decisions for individual EAs (to
"walk away" or to "investigate further") should be examined. If some EAs for which the decision was
to "walk away" are surrounded by EAs for which the decision was to "investigate further," it may be
more efficient to identify an area including all these EAs for further study and develop a global



(showing the boundaries of the EAs and the sectors, or strata, within EAs that were used to select
sampling points within the EAs); documentation of how composite samples were formed and the
number of composite samples that were analyzed for each EA; the raw analytical data; the results of
all hypothesis tests; and the results of all QA/QC analyses.

4.2 Sampling Subsurface Soils

Subsurface soil sampling is conducted to estimate the mean concentrations of contaminants in each
source at a site for comparison to inhalation and migration to ground water SSLs. Measurements of
soil properties and estimates of the area and depth of contamination in each source are also needed
to calculate SSLs for these pathways. Table 31 shows the steps in the DQO process necessary to
develop a sampling strategy to meet these objectives. Each of these steps is described below.

4.2.1 State the Problem. Contaminants present in subsurface soils at the site may pose
significant risk to human health and the environment through the inhalation of volatiles or by the
migration of contaminants through soils to an underlying potable aquifer. The problem is to identify
the contaminants and source areas that do not pose significant risk to human health through either
of these exposure pathways so that future investigations may be focused on areas and contaminants
of true concern.

Site-specific activities in this step include identifying the data collection planning team (including
technical experts and key stakeholders) and specifying the available resources (i.e., the cost and time
available for sampling). The list of technical experts and stakeholders should contain all key
personnel who are involved with applying SSLs to the site. Other activities include developing the
conceptual site model and identifying exposure scenarios, which are fully addressed in the Soil
Screening Guidance: User’s Guide (U.S. EPA, 1996).

4.2.2 Identify the Decision. The decision is to determine whether mean soil

concentrations in each source area exceed inhalation or migration to ground water SSLs for specific
contaminants. If so, the source area will be investigated further. If not, no further action will be
taken under CERCLA.

4.2.3 Identify Inputs to the Decision. Site-specific inputs to the decision include the

average contaminant concentrations within each source area and the inhalation and migration ground
water SSLs. Calculation of the SSLs for the two pathways of concern also requires site-specific
measurements of soil properties (i.e., bulk density, fraction organic carbon content, pH, and soil
texture class) and estimates of the areal extent and depth of contamination.

A list of feasible sampling and analytical methods should be assembled during this step. EPA
recommends the use of field methods where applicable and appropriate. Verify that Contract
Laboratory Program (CLP) methods and field methods for analyzing the samples exist and that the
analytical method detection limits or field method detection limits are appropriate for the site-
specific or generic SSL. The Sampler's Guide to the Contract Laboratory Program (U.S. EPA, 1990)
and the User's Guide to the Contract Laboratory Program (U.S. EPA, 1991d) contain further
information on CLP methods.
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Table 31. Soil Screening DQOs for Subsurface Soils

DQO Process Steps

Soil Screening Inputs/Outputs

State the Problem
Identify scoping team

Develop conceptual site model (CSM)
Define exposure scenarios

Specify available resources

Write brief summary of contamination
problem

Site manager and technical experts (e.g., toxicologists, risk assessors,
hydrogeologists, statisticians).

CSM development (described in Step 1 of the User’'s Guide, U.S. EPA, 1996).

Inhalation of volatiles and migration of contaminants from soil to potable
ground water (and plant uptake for certain contaminants).

Sampling and analysis budget, scheduling constraints, and available
personnel.

Summary of the subsurface soil contamination problem to be investigated at
the site.

Identify the Decision
Identify decision

Identify alternative actions

Do mean soil concentrations for particular contaminants (e.g., contaminants
of potential concern) exceed appropriate SSLs?
Eliminate area from further action or study under CERCLA

or
Plan and conduct further investigation.

Identify Inputs to the Decision
Identify decision

Define basis for screening
Identify analytical methods

Volatile inhalation and migration to ground water SSLs for specified
contaminants

Measurements of subsurface soil contaminant concentration

Soil Screening Guidance

Feasible analytical methods (both field and laboratory) consistent with
program-level requirements.

Specify the Study Boundaries

Define geographic areas of field
investigation

Define population of interest

Define scale of decision making

Subdivide site into decision units

Define temporal boundaries of study
Identify (list) practical constraints

The entire NPL site (which may include areas beyond facility boundaries),
except for any areas with clear evidence that no contamination has
occurred.

Subsurface soils

Sources (areas of contiguous soil contamination, defined by the area and
depth of contamination or to the water table, whichever is more shallow).

Individual sources delineated (area and depth) using existing information or
field measurements (several nearby sources may be combined into a single
source).

Temporal constraints on scheduling field visits.

Potential impediments to sample collection, such as access, health, and
safety issues.

Develop a Decision Rule
Specify parameter of interest

Specify screening level

Specify “if..., then...” decision rule

Mean soil contaminant concentration in a source (as represented by discrete
contaminant concentrations averaged within soil borings).

SSLs calculated using available parameters and site data (or generic SSLs if
site data are unavailable).

If the mean soil concentration exceeds the SSL, then investigate the source

further. If the mean soil boring concentration is less than the SSL, then no
further investigation is required under CERCLA.
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Table 31. (continued)

Specify Limits on Decision Errors

Define QA/QC goals CLP precision and bias requirements
10% CLP analyses for field methods

Optimize the Design

Determine how to estimate mean For each source, the highest mean soil core concentration (i.e., depth-
concentration in a source weighted average of discrete contaminant concentrations within a boring).
Define subsurface sampling strategy by Number of soil borings per source area; number of sampling intervals with
evaluating costs and site-specific depth.

conditions

Develop planning documents for the field Sampling and Analysis Plan (SAP)

investigation Quality Assurance Project Plan (QAP]jP)

Field methods will be useful in defining the study boundaries (i.e., area and depth of contamination)
during site reconnaissance and during the sampling effort. For example, soil gas survey is an ideal
method for determining the extent of volatile contamination in the subsurface. EPA expects field
methods will become more prevalent and useful because the design and capabilities of field portable
instrumentation are rapidly evolving. Documents on standard operating procedures (SOPs) for field
methods are available through NTIS and should be referenced in soil screening documentation if these
methods are used.

Soil parameters necessary for SSL calculation are soil texture, bulk density, and soil organic carbon.
Some of these parameters can be measured in the field, others require laboratory measurement.
Although laboratory measurements of these parameters cannot be obtained under the Superfund
Contract Laboratory Program, they are readily available from soil testing laboratories across the
country.

Note that the size, shape, and orientation of sampling volume (i.e., “support”) for heterogenous
media have a significant effect on reported measurement values. For instance, particle size has a
varying affect on the transport and fate of contaminants in the environment and on the potential
receptors. Comparison of data from methods that are based on different supports can be difficult.
Defining the sampling support is important in the early stages of site characterization. This may be
accomplished through the DQO process with existing knowledge of the site, contamination, and
identification of the exposure pathways that need to be characterized. Refer to Preparation of Soil
Sampling Protocols: Sampling Techniques and Strategies (U.S. EPA, 1992f) for more information
about soil sampling support.

Soil Texture. The soil texture class (e.g., loam, sand, silt loam) is necessary to estimate average soil
moisture conditions and to estimate infiltration rates. A soil's texture classification is determined
from a particle size analysis and the U.S. Department of Agriculture (USDA) soil textural triangle
shown at the top of Figure 9. This classification system is based on the USDA soil particle size
classification at the bottom of Figure 9. The particle size analysis method in Gee and Bauder (1986)
can provide this particle size distribution also. Other particle size analysis methods may be used as
long as they provide the same particle size breakpoints for sand/silt (0.05 mm) and silt/clay
(0.002 mm). Field methods are an alternative for determining soil textural class; an example from
Brady (1990) is also presented in Figure 9.
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Figure 9: U.S. Department of Agriculture soil texture classification.
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Sand

Criterion Sand Sandy loam Loam Silt loam Clay loam Clay
1. Individual grains  Yes Yes Some Few No No
visible to eye
2. Stability of dry Do not form Do not form Easily Moderately Hard and Very hard
clods broken easily broken stable and stable
3. Stability of wet Unstable Slightly stable Moderately Stable Very stable Very stable
clods stable
4. Stability of Does not Does not form Does notform  Broken appearance  Thin, will break Very long,
"ribbon" when form flexible
wet soil rubbed
between thumb
and fingers
Particle Size, mm
0.002 0.05 0.10 0.25 0.5 1.0 2.0
U.s. Very Fine |Fine| Med|Coarse| Very Coarse
Department Clay Silt Gravel
of Agriculture Sand

Source: USDA.
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Dry Bulk Density. Dry soil bulk density (ry) is used to calculate total soil porosity and can be
determined for any soil horizon by weighing a thin-walled tube soil sample (e.g., Shelby tube) of
known volume and subtracting the tube weight to estimate field bulk density (ASTM D 2937). A
moisture content determination (ASTM 2216) is then made on a subsample of the tube sample to
adjust field bulk density to dry bulk density. The other methods (e.g., ASTM D 1556, D 2167, D
2922) are not generally applicable to subsurface soils. ASTM soil testing methods are readily
available in the Annual Book of ASTM Standards, Volume 4.08, Soil and Rock; Building Stones,
which is available from ASTM, 100 Barr Harbor Drive, West Conshohocken, PA, 19428.

Organic Carbon and pH. Soil organic carbon is measured by burning off soil carbon in a controlled-
temperature oven (Nelson and Sommers, 1982). This parameter is used to determine soil-water
partition coefficients from the organic carbon soil-water partition coefficient, K. Soil pH is used to

select site-specific partition coefficients for metals and ionizing organic compounds (see Part 5).
This simple measurement is made with a pH meter in a soil/water slurry (McLean, 1982) and may be
measured in the field using a portable pH meter.

4.2.4 Define the Study Boundaries. As discussed in Section 4.1.4, areas that are known

to be highly contaminated (i.e., sources) are targeted for subsurface sampling. The information
collected on source area and depth is used to calculate site-specific SSLs for the inhalation and
migration to ground water pathways. Contamination is defined by the lower of the CLP practical
quantitation limit for each contaminant or the SSL. For the purposes of this guidance, source areas
are defined by area and depth as contiguous zones of contamination. However, discrete sources that
are near each other may be combined and investigated as a single source if site conditions warrant.

4.2.5 Develop a Decision Rule. The decision rule for subsurface soils is:

If the mean concentration of a contaminant within a source area exceeds the
screening level, then investigate that area further.

In this case "screening level" means the SSL. As explained in Section 4.1.5, statistics other than the
mean (e.g., the maximum concentration) may be used as estimates of the mean in this comparison as
long as they represent valid or conservative estimates of the mean.

4.2.6 Specify Limits on Decision Errors. EPA recognizes that data obtained from

sampling and analysis can never be perfectly representative or accurate and that the costs of trying
to achieve near-perfect results can outweigh the benefits. Consequently, EPA acknowledges that
uncertainty in data must be tolerated to some degree. The DQO process attempts to control the
degree to which uncertainty in data affects the outcomes of decisions that are based on data.

The sampling intensity necessary to accurately determine the mean concentration of subsurface soil
contamination within a source with a specified level of confidence (e.g., 95 percent) is impracticable
for screening due to excessive costs and difficulties with implementation. Therefore, EPA has
developed an alternative decision rule based on average concentrations within individual soil cores
taken in a source:

If the mean concentration within any soil core taken in a source exceeds the
screening level, then investigate that source further.
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For each core, the mean core concentration is defined as the depth-weighted average concentration
within the zone of contamination (see Section 4.2.7). Since the soil cores are taken in the area(s) of
highest contamination within each source, the highest average core concentration among a set of
core samples serves as a conservative estimate of the mean source concentration. Because this rule is
not a statistical decision, it is not possible to statistically define limits on decision errors.

Standard limits on the precision and bias of sampling and analytical operations conducted during the
sampling program do apply. These are specified by the Superfund quality assurance program
requirements (U.S. EPA, 1993d), which must be followed during the subsurface sampling effort.

If field methods are used, at least 10 percent of field samples should be split and sent to a CLP
laboratory for confirmatory analysis (U.S. EPA, 1993d).

Although the EPA does not require full CLP sample tracking and quality assurance/quality control
(QA/QC) procedures for measurement of soil properties, routine EPA QA/QC procedures are
recommended, including a Quality Assurance Project Plan (QAPjP), chain-of-custody forms, and
duplicate analyses.

4.2.7 Optimize the Design. Within each source, the Soil Screening Guidance suggests
taking two to three soil cores using split spoon or Shelby tube samplers. For each soil core, samples
should begin at the ground surface and continue at approximately 2-foot intervals until no
contamination is encountered or to the water table, whichever is shallower. Subsurface sampling
depths and intervals can be adjusted at a site to accommodate site-specific information on
surface and subsurface contaminant distributions and geological conditions (e.g., large
vadose zones in the West).

The number and location of subsurface soil sampling (i.e., soil core) locations should be based on
knowledge of likely surface soil contamination patterns and subsurface conditions. This usually means
that core samples should be taken directly beneath areas of high surface soil contamination. Surface
soils sampling efforts and field measurements (e.g., soil gas surveys) taken during site reconnaissance
will provide information on source areas and high contaminant concentrations to help target
subsurface sampling efforts. Information in the CSM also will provide information on areas likely to
have the highest levels of contamination. Note that there may be sources buried in subsurface soils
that are not discernible at the surface. Information on past practices at the site included in the CSM
can help identify such areas. Surface geophysical methods also can aid in identifying such areas (e.g.,
magnetometry to detect buried drums).

The intensity of the subsurface soil sampling needed to implement the soil screening process
typically will not be sufficient to fully characterize the extent of subsurface contamination. In these
cases, conservative assumptions should be used to develop hypotheses on likely contaminant
distributions (e.g., the assumption that soil contamination extends to the water table). Along with
knowledge of subsurface hydrogeology and stratigraphy, geostatistics can be a useful tool in
developing subsurface contaminant distributions from limited data and can provide information to
help guide additional sampling efforts. However, instructions on the use of geostatistics is beyond the
scope of this guidance.

Samples for measuring soil parameters should be collected when taking samples for measuring
contaminant concentrations. If possible, consider splitting single samples for contaminant and soil
parameter measurements. Many soil testing laboratories have provisions in place for handling and
testing contaminated samples. However, if testing contaminated samples is a problem, samples may
be taken from clean areas of the site as long as they represent the same soil texture and series and are
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taken from the same depth as the contaminant concentration samples.

The SAP developed for subsurface soils should specify sampling and analytical procedures as well as
the development of QA/QC procedures. To identify the appropriate analytical procedures, the
screening levels must be known. If data are not available to calculate site-specific SSLs, then the
generic SSLs in Appendix A should be used.

Finally, soil investigation for the migration to ground water pathway should not be conducted
independently of ground water investigations. Contaminated ground water may indicate the presence
of a nearby source area, with contaminants leaching from soil into the aquifer.

4.2.8 Analyzing the Data. The mean soil contaminant concentration for each soil core

should be compared to the SSL for the contaminant. The soil core average should be obtained by
averaging analyses results for the discrete samples taken along the entire soil core within the zone of

contamination (compositing will prevent the evaluation of contaminant concentration trends with
depth).

If each subsurface soil core segment represents the same subsurface soil interval (e.g., 2 feet), then
the average concentration from the surface to the depth of contamination is the simple arithmetic
average of the concentrations measured for core samples representative of each of the 2-foot
segments from the surface to the depth of contamination or to the water table. However, if the
intervals are not all of the same length (e.g., some are 2 feet while others are 1 foot or 6 inches),
then the calculation of the average concentration in the total core must account for the different
lengths of the intervals.

If ¢; is the concentration measured in a core sample representative of a core interval of length 1;, and

the n-th interval is considered to be the last interval in the source area (i.e., the n-th sample
represents the depth of contamination), then the average concentration in the core from the surface
to the depth of contamination should be calculated as the following depth-weighted average (¢),

$ e (61)

If the leach test option is used, a sample representing the average contaminant concentration within
the zone of contamination should be formed for each soil core by combining discrete samples into a
composite sample for the test. The composites should include only samples taken within the zone of
contamination (i.e., clean soil below the lower limit of contamination should not be mixed with
contaminated soil).

As with any Superfund sampling effort, all analytical data should be reviewed to ensure that Superfund
quality assurance program requirements are met (U.S. EPA, 1993d).

4.2.9 Reporting. The decision process for subsurface soil screening should be thoroughly
documented. This documentation should contain as a minimum: a map of the site showing the
contaminated soil sources and any areas assumed not to be contaminated, the soil core sampling
points within each source, and the soil core sampling points that were compared with the SSLs; the
depth and area assumed for each source and their basis; the average soil properties used to calculate
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SSLs for each source; a description of how samples were taken and (if applicable) how composite
samples were formed; the raw analytical data; the average soil core contaminant concentrations
compared with the SSLs for each source; and theresults of all QA/QC analyses.

4.3 Basis for the Surface Soil Sampling Strategies: Technical Analyses
Performed

This section describes a series of technical analyses conducted to support the sampling strategy for
surface soils outlined in the Soil Screening Guidance. Section 4.3.1 describes the sample design
procedure presented in the December 1994 draft guidance (U.S. EAP, 1994h). The remaining
sections describe the technical analyses conducted to develop the final SSL sampling strategy. Section
4.3.2 describes an alternative, nonparametric procedure that EPA considered but rejected for the
soil screening strategy.

Section 4.3.3 describes the simulations conducted to support the selection of the Max test and the
Chen test in the final Soil Screening Guidance. These simulation results also can be used to determine
sample sizes for site conditions not adequately addressed by the tables in Section 4.1. Quantitation
limit and multiple comparison issues are discussed in Sections 4.3.4 and 4.3.5, respectively. Section
4.3.6 describes a limited investigation of compositing samples within individual EA sectors or strata.

4.3.1 1994 Draft Guidance Sampling Strategy. The DQO-based sampling strategy

in the 1994 draft Soil Screening Guidance assumed a lognormal distribution for contaminant levels
over an EA and derived sample size determinations from lognormal confidence interval procedures
by C. E. Land (1971). This section summarizes the rationale for this approach and technical issues
raised by peer review.

For the 1994 draft Soil Screening Guidance, EPA based the surface soil SSL methodology on the
comparison of the arithmetic mean concentration over an EA with the SSL. As explained in Section
4.1, this approach reflects the type of exposure to soil under a future residential land use scenario. A
person moving randomly across a residential lot would be expected to experience an average
concentration of contaminants in soil.

Generally speaking, there are few nonparametric approaches to statistical inference about a mean
unless a symmetric distribution (e.g., normal) is assumed, in which case the mean and median are
identical and inference about the median is the same as inference about the mean. However,
environmental contaminant concentration distributions over a surface area tend to be skewed with a
long right tail, so symmetry is not plausible. In this case the main options for inference about means
are inherently parametric, i.e., they are based on an assumed family of probability distributions.

In addition to being skewed with a long right tail, environmental contaminant concentration data
must be positive because concentration measurements cannot be negative. Several standard two-
parameter probability models are nonnegative and skewed to the right, including the gamma,
lognormal, and Weibull distributions. The properties of these distributions are summarized in Chapter
12 of Gilbert (1987).

The lognormal distribution is the distribution most commonly used for environmental contaminant
data (see, e.g., Gilbert, 1987, page 164). The lognormal family can be easy to work with in some
respects, due to the work of Land (1971, 1975) on estimating confidence intervals for lognormal
parameters, which are also described in Gilbert (1987).
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The equation for estimating the Land upper confidence limit (UL) for a lognormal mean has the
form

2
y

UL = vy o+ . A 2
= exp( Yy 2 m )

where y and s, are the average and standard deviation of the sample log concentrations. The lower
confidence limit (LL) has a similar form. The factor H depends on s, and n and is tabulated in Gilbert

(1987) and Land (1975). If the data truly follow a lognormal distribution, then the Land confidence
limits are exact (i.e., the coverage probability of a 95 percent confidence interval is 0.95).

The problem formulation used to develop SSL DQOs in the 1994 draft Soil Screening Guidance tested
the null hypothesis Hy: u3 2 SSL versus the alternative hypothesis H;: p < 2 SSL, with a Type I error

rate of 0.05 (at 2 SSL), and a Type II error rate of 0.20 at 0.5 SSL (pn represents the true EA mean).
That is, the probability of incorrectly deciding not to investigate further when the true mean is 2 SSL
was set not to exceed 0.05, and the probability of incorrectly deciding to investigate further when the
true mean is 0.5 SSL was not to exceed 0.20.

This null hypothesis can be tested at the 5 percent level of significance by calculating Land's upper
95 percent confidence limit for a lognormal mean, if one assumes that the true EA concentrations
are lognormally distributed. The null hypothesis is rejected if the upper confidence limit falls below 2
SSL.

Simulation studies of the Land procedure were used to obtain sample size estimates that achieve these
DQOs for different possible values of the standard deviation of log concentrations. Additional
simulation studies were conducted to calculate sample sizes and to investigate the properties of the
Land procedure in situations where specimens are composited.

All of these simulation studies assumed a lognormal distribution of site concentrations. If the
underlying site distribution is lognormal, then the composites, viewed as physical averages, are not
lognormal (although they may be approximately lognormal). Hence, correction factors are necessary
to apply the Land procedure with compositing, if the individual specimen concentrations are assumed
lognormal. The correction factors were also developed through simulations. The correction factors
are multiplied by the sample standard deviation, sy, before calculating the confidence limit and

conducting the test.

Procedures for estimating sample sizes and testing hypotheses about the site mean using the Land
procedure, with and without compositing, are described in the 1994 draft Technical Background
Document (U.S. EPA, 1994i).

A peer review of the draft Technical Background Document identified several issues of concern:

. The use of a procedure relying strongly on the assumption of a lognormal distribution
. Quantitation limit issues
. Issues associated with multiple hypothesis tests where multiple contaminants are

present in site soils.
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The first issue is of concern because the small sample sizes appropriate for surface soil screening will
not provide sufficient data to validate this assumption. To address this issue, EPA considered several
alternative approaches and performed extensive analyses. These analyses are described in Sections
43.2 and 4.3.3. Section 4.3.3 describes extensive simulation studies involving a variety of
distributions that were done to compare the Land, Chen, and Max tests and to develop the latter two
as options for soil screening.

4.3.2 Test of Proportion Exceeding a Threshold. One of the difficulties noted for

the Land test, described in Section 4.3.1, is its strong reliance on an assumption of lognormality (see
Section 4.3.3). Even in cases where the assumption may hold, there will rarely be sufficient
information to test it.

A second criticism of applying the Land test (or another test based on estimating the mean) is that
values must be substituted for values reported as less than a quantitation limit (<QL). (As noted in
Section 4.3.4, how one does this substitution is of little relevance if the SSL is much larger than the
QL. However, even if a moderate proportion of the data values fall below the QL and are censored,
then the lognormal distribution may not be a good model for the observed concentrations.)

A third criticism of using the Land test for screening is its requirement for large sample sizes when
the contaminant variability across the EA is expected to be large (e.g., a large coefficient of
variation). Because of these drawbacks to applying the Land procedure, EPA considered alternative,
nonparametric procedures. One such alternative that was considered is the test described below.

For a given contaminant, let P represent the proportion of all possible sampling units across the EA
for which the concentration exceeds 2 SSL. In essence, P represents the proportion of the EA with
true contaminant levels above 2 SSL. A nonparametric test involving P was developed as follows.

Let Py be a fixed proportion of interest chosen in such a way that if that proportion (or more) of the

EA has contamination levels above 2 SSL, then that EA should be investigated further. One way to
obtain a rough equivalence between the test for a mean greater than 2 SSL and a test involving P is to
choose 1-Py to correspond to the percentile of the lognormal distribution at which the mean occurs.

One can show that this is equivalent to choosing

P, = 1- F [0.5s] = 1- F[0.5./ In(1+CV?) ] (63)
where
S = assumed standard deviation of the logarithms of the concentrations
(6\Y = assumed coefficient of variation of the contaminant concentrations
F = distribution function of the standard normal distribution.

Here, the fixed proportion Py will be less than one-half. The hypotheses are framed as

Hy: P 3 Py (EA needs further investigation)

VEersus
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Hi: P <Py (EA does not need further investigation).

The test is based on concentration data from a grid sample of N points in the EA (without
compositing). Let p represent the proportion of these n points with observed concentrations greater
than or equal to 2 SSL. The test is carried out by choosing a critical value, p., to meet the desired

Type I error rate, that is,

a =Prob (p <p.| P =Py =0.05. (64)

The sample size should be chosen to satisfy the Type Il error rate at some specified alternative value
P, where Py < P,. For example, to have an 80 percent power at Py:

1-b = Prob (p <p.| P =P;) = 0.80. (65)

If the same type of rationale for choosing Py (corresponding to 2 SSL) is used to make P; correspond
to 0.5 SSL, then one would choose

P,=1- F[0.5s + 1.386/s]. (66)

Sample sizes for this test were developed based on the preceding formulation and were found to be
approximately the same as those required by the Land procedure, though they tended to be slightly
higher than the Land sample sizes for small S, and slightly smaller for large S.

The major advantage of this test, in contrast to the Land procedure, for example, is its generality;
the only assumption required is that random sampling be used to select the sample points. Its
principal disadvantages are:

. Compositing of samples cannot be included (since the calculation of p requires the
count of the number of units with observed levels at or above 2 SSL).

. The test does not deal directly with the mean contaminant level at the EA, which is
the fundamental parameter for risk calculations.

. Because the test does not depend directly on the magnitude of the concentrations, it
is possible that the test will give misleading results relative to a test based on a mean.
This can occur, for example, when only a small portion of the EA has very high
levels (i.e., a hot spot). In that case, the observed p will converge for increasing n to
that proportion of the EA that is contaminated; it would do the same if the
concentration levels in that same portion were just slightly above 2 SSL. A test based
on a mean for large samples, however, is able to distinguish between these two
situations; by its very nature, a test based on a proportion of measurements exceeding
a single threshold level cannot.

For these reasons, the test described here based on the proportion of observations exceeding 2 SSL
was not selected for inclusion in the current guidance.
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4.3.3 Relative Performance of Land, Max, and Chen Tests. A simulation

study was conducted to compare the Land, Chen, and Max tests and to determine sample sizes
necessary to achieve DQOs. This section describes the design of the simulation study and summarizes
its results. Detailed output from the simulations is presented in Appendix I.

Treatment of Data Below the Quantitation Limit. Review of quantitation limits for

110 chemicals showed that for more than 90 percent of the chemicals, the quantitation limit was less
than 1 percent of the ingestion SSL. In such cases, the treatment of values below the QL is not
expected to have much effect, as long as all data are used in the analysis, with concentrations
assigned to results below the QL in some reasonable way. In the simulations, the QL was assumed to
be SSL/100 and any simulated value below the QL was set equal to 0.5 QL. This is a conservative
assumption based on the comparison of ingestion SSLs with QLs.

Decision Rules. For the Land procedure, as discussed in Section 4.3.1, the null hypothesis H:

pu3 2 SSL (where p represents the true mean concentration for the EA) can be tested at the 5 percent
level by calculating Land's upper 95 percent confidence limit for a lognormal mean. The null
hypothesis is rejected (i.e., surface soil contaminant concentrations are less than 2 SSL), if this upper
confidence limit falls below 2 SSL. This application of the Land (1971) procedure, as described in the
draft 1994 Guidance, will be referred to as the "SSL DQOs" and the "original Land procedure."”

For the Max test, one decides to walk away if the maximum concentration observed in composite
samples taken from the EA does not exceed 2 SSL. As indicated in Section 4.1.6, it is viewed as
providing a test of the original null hypothesis, Hyp: p 3 2 SSL. The Max test does not inherently
control either type of error rate (i.e., its critical region is always the region below 2 SSL, not where
concentrations below a threshold that achieve a specified Type I error rate). However, control of
error rates for the Max test can be achieved through the DQO process by choice of design (i.e., by
choice of the number N of composite samples and choice of the number C of specimens per
composite).

The Chen test requires that the null hypothesis have the form Hy: p £ uy, with the alternative
hypothesis as H;: u > py (Chen, 1995). Hypotheses or DQOs of this form are referred to as "flipped
hypotheses" or "flipped DQOs" because they represent the inverse of the actual hypothesis for SSL
decisions. In the simulations, the Chen method was applied with py = 0.5 SSL at significance levels
(Type I error rates) of 0.4, 0.3, 0.2, 0.1, 0.05, 0.025, and 0.01. In this formulation, a Type I error
occurs if one decides incorrectly to investigate further when the true site mean, p, is at or below 0.5
SSL.

The two formulations of the hypotheses are equivalent in the sense that both allow achievement of
soil screening DQOs. That is, working with either formulation, it is possible to control the
probability of incorrectly deciding to walk away when the true site mean is 2 SSL and to also control
the probability of incorrectly deciding to investigate further when the true site mean is 0.5 SSL.

In addition to the original Land procedure, the Chen test, and the Max test, the simulations also
include the Land test of the flipped null hypothesis Hy: u £ 0.5 SSL at the 10 percent significance

level. This Land test of the flipped hypothesis was included to investigate how interchanging the null
and alternative hypotheses affected sample sizes for the Land and Chen procedures.

Simulation Distributions. In the following description of the simulations, parameter
acronyms used as labels in the tables of results are indicated by capital letters enclosed in parentheses.
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Each distribution used for simulation is a mixture of a lower concentration distribution and a higher
concentration distribution. The lower distribution represents the EA in its natural (unpolluted) state,
and the higher distribution represents contaminated areas. Typically, all measurements of pollutants
in uncontaminated areas are below the QL. Accordingly, the lower distribution is assumed to be
completely below the QL. For the purposes of this analysis, it is unnecessary to specify any other
aspect of the lower distribution, because any measurement below the QL is set equal to 0.5 QL.

A parameter between 0 and 1, called the mixing proportion (MIX), specifies the probability allocated
to the lower distribution. The remaining probability (1-MIX) is spread over higher values according
to either a lognormal, gamma, or Weibull distribution. The parameters of the higher distribution are
chosen so that the overall mixture has a given true EA mean (MU) and a given coefficient of
variation (CV). Where s is the sample standard deviation, 5 is the sample mean, and C is the number

of specimens per composite sample, CV is defined as:

WCJs

X

CV =

S
— or CV =
X

The following parameter values were used in the simulations:
EA mean (MU) = 0.5 SSL or 2 SSL
EA coefficient of variation (CV) =1, 1.5, 2, 2.5, 3, 3.5, 4, 5, or 6 (i.e., 100 to 600 percent)
Number of specimens per composite (C)=1,2,3,4,5,6,8,9, 12, or 16
Number of composites chemically analyzed (N)=4,5,6,7,8,9, 12, or 16.

The true EA mean was set equal to 0.5 SSL or 2 SSL in order to estimate the two error rates of
primary concern. Most CVs encountered in practice probably will lie between 1 and 2.5 (i.e.,
variability between 100 and 250 percent). This expectation is based on data from the Hanford site
(see Hardin and Gilbert, 1993) and the Piazza Road site (discussed in Section 4.3.6). EPA believes
that the most practical choices for the number of specimens per composite will be four and six. In
some cases, compositing may not be appropriate (the case C = 1 corresponds to no compositing).
EPA also believes that for soil screening, a practical number of samples chemically analyzed per EA
lies below nine, and that screening decisions about soils in each EA should not be based on fewer than
four chemical analyses.

For a given CV, there is a theoretical limit to how large the mixing proportion can be. The values of
the mixing proportion used in the simulations are shown below as a function of CV. The case MIX =
0 corresponds to an EA characterized by a gamma, lognormal, or Weibull distribution. A value of
MIX near 1 indicates an EA where all concentrations are below the QL except those in a small
portion of the EA. Neither of these extremes implies an extreme overall mean. If MIX = 0, the
contaminating (higher) distribution can have a low mean, resulting in a low overall mean. If MIX is
near 1 (i.e., a relatively small contamination area), a high overall mean can be obtained if the mean
of the distribution of contaminant concentrations is high enough.
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Values of MIX

CcvVv used in the
simulations
1.0 0, 0.49
15 0, 0.50
2.0 0, 0.50, 0.75
2.5 0, 0.50, 0.85
3.0 0, 0.50, 0.85
3.5 0, 0.50, 0.90
4.0 0, 0.50, 0.90
5.0 0, 0.50, 0.95
6.0 0, 0.50, 0.95

Treatment of Measurement Error. Measurement errors were assumed to be normally

distributed with mean 0 (i.e., unbiased measurements) and standard deviation equal to 20 percent of
the true value for each chemically analyzed sample. (Earlier simulations included measurement error
standard deviations of 10 percent and 25 percent. The difference in results between these two cases
was negligible.)

Number of Simulated Samples. Unique combinations of the simulation parameters
considered (i.e., 2 values of the EA mean, 10 values for the number of specimens per composite, 8
values for the number of composite samples, 25 combinations of CV and MIX, and 3 contamination
models—lognormal, gamma, Weibull), result in a total of 12,000 simulation conditions. One
thousand simulated random samples were generated for each of the 12,000 cases obtained by varying
the simulation parameters as described above. The average number of physical samples simulated
from an EA for a hypothesis test (i.e., the product CN) was 56.

The following 10 hypothesis tests were applied to each of the 12 million random samples:

. Chen test at significance levels of 0.4, 0.3, 0.2, 0.1, 0.05, 0.025, and 0.01

. Original Land test of the null hypothesis Hy: p 3 2 SSL at the 5 percent significance
level

. Land test of the flipped null hypothesis Ho: p £ 0.5 SSL at the 10

percent significance level

. Maximum test.
These simulations involved generation of approximately 650 million random numbers.

Simulation Results. A complete listing of the simulation results, with 150 columns and 59
lines per page, requires 180 pages and is available from EPA on a 3.5-inch diskette.

Representative results for gamma contamination data, with eight composite samples that each
consist of six specimens, are shown in Table 32. The gamma contamination model is recommended
for determining sample size requirements because it was consistently seen to be least favorable, in the
sense that it required higher sample sizes to achieve DQOs than either of the lognormal or Weibull
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models. Hence, sample sizes sufficient to protect against a gamma distribution of contaminant
concentrations are also protective against a lognormal or Weibull distribution.

Table 32. Comparison of Error Rates for Max Test, Chen Test (at .20 and
.10 Significance Levels), and Original Land Test, Using 8 Composites of
6 Samples Each, for Gamma Contamination Data

MU/SSL MIX Max test 0.20 Chen test 0.10 Chen test Land test
C=6 N=8 CV=4
0.5 .00 .35 .18 .09 .99
0.5 .50 .40 .22 A1 .99
0.5 .90 .40 19 .09 .98
2.0 .00 .06 0 .18 .00
2.0 .50 .06 A1 .18 .00
2.0 .90 .04 .16 .29 .01
C=6 N=8 CV=3
0.5 .00 .24 .18 .10 .93
0.5 .50 .25 19 .10 .94
0.5 .85 .23 .22 A1 .99
2.0 .00 .04 .03 .06 .00
2.0 .50 .03 .03 .05 .00
2.0 .85 .03 .06 A2 .00
C=6 N=8 CV=2
0.5 .00 .07 .22 A1 .57
0.5 .50 .06 19 .09 .68
0.5 .75 .04 19 .10 .85
2.0 .00 .02 .00 .00 .01
2.0 .50 .02 .00 .01 .00
2.0 .75 .01 .00 .01 .00
C=6 N=8 CVv=1
0.5 .00 .00 .20 .10 .01
0.5 .49 .00 .20 A2 A2
2.0 .00 .01 .00 .00 .02
2.0 .49 .01 .00 .00 .00
MU = True EA Mean - see subsection entitled “Simulation Distributions” in Section 4.3.3.
MIX = Mixing Proportion - see subsection entitled “Simulation Distributions” in Section 4.3.3
C = Number of specimens in a composite.
N = Number of composites analyzed.
CV = EA coefficient of variation (4 C )s

e
where s = sample standard deviation and x = mean sample concentration

Table 32 shows that the original Land method is unable to control the error rates at 0.5 SSL for
gamma distributions. This limitation of the Land method was seen consistently throughout the results
for all nonlognormal distributions tested. This limitation led to removal of the Land procedure from
the Soil Screening Guidance.

124



Earlier simulation results for gamma and Weibull distributions did not censor results below the QL and
used pure unmixed distributions. In these cases, as the sample size N increased, with all other factors
fixed, the Land error rates at 0.5 SSL increased toward 1. Normally, the expectation is that as the
sample size increases, information increases, and error rates decrease.

When using data from a Weibull or gamma distribution, the Land confidence interval endpoints
converge to a value that does not equal the true site mean, p, , and results in an increase in error

rates. This phenomenon is easily demonstrated, as follows. Let X denote the concentration random
variable, let Y = In(X) denote its logarithm. Let py and s denote the mean and standard deviation of
logarithms of the soil concentrations. Then, as the sample size increases, the Land confidence
interval endpoints (UL and LL) converge to

2

s
UL=LL=exp(m/+7y) : (67)

If X is lognormally distributed, this expression is the mean of X. If X has a Weibull or gamma
distribution, this expression is not the mean of X. This inconsistency accounts for the increase in
error rates with sample size.

Table 32 also shows the fundamental difference between the Max test and the Chen test. For the
Max test, the probability of error in deciding to walk away when the EA mean is 2.0 SSL is fairly
stable, ranging from 0.01 to 0.06 across the different values of the CV. On the other hand, these
error rates vary more across the CV values for the Chen test (e.g., from 0.00 to 0.29 for Chen test at
the 0.10 significance level). This occurs because the Chen test is designed to control the other type
of error rate (at 0.5 SSL). The Max test is presented in the 1995 Soil Screening Guidance (U.S. EPA,
1995c¢) because of its simplicity and the stability of its control over the error rate at 2 SSL.

Table 33 shows error rate estimates for four to nine composite samples that each consist of four, six,
or eight specimens for EAs with CVs of 2, 2.5, 3, or 3.5, and assuming a gamma distribution. Table
33 should be adequate for most SSL planning purposes. However, more complete simulation results
are reported in Appendix 1.

Planning for CVs at least as large as 2 is recommended because it is known that CVs greater than 2
occur in practice (e.g., for two of seven EAs in the Piazza Road simulations reported in Section
4.3.6). One conclusion that can be drawn from Table 33 is that composite sample sizes of four are
often inadequate. Further support for this conclusion is reported in the Piazza Road simulations
discussed in Section 4.3.6.

Conclusions. The primary conclusions from the simulations are:

. For distributions other than lognormal, the Land procedure is prone to decide to
investigate further at 0.5 SSL, when the correct decision is to walk away. It is
therefore unsuitable for surface soil screening.

. Both the Max test and the Chen test perform acceptably under a variety of
distributional assumptions and are potentially suitable for surface soil screening.
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Table 33. Error Rates of Max Test and Chen Test at .2 (C20) and .1 (C10)
Significance Level for CV =2, 2.5, 3, 3.5

Cv =20 Cv =25 Cv = 3.0 CV =3.5

N MU/SSL Max C20 C10 Max C20 C10 Max C20 C10 Max C20 C10
C=4
4 0.5 0 20 11 14 18 09 .19 .18 .08 .24 .20 .10
4 2.0 13 .08 .16 .19 17 28 20 21 .33 26 .29 .42
5 0.5 11 21 10 15 18 09 26 20 .08 26 .20 .09
5 2.0 10 0 11 10 .09 18 17 19 30 .18 23 .36
6 0.5 11 21 12 21 20 10 28 21 11 31 .19 .09
6 2.0 06 03 08 08 .08 14 11 13 23 11 .18 .28
7 0.5 12 20 10 25 22 11 31 20 .09 36 .18 .10
7 2.0 04 03 05 05 .04 09 .08 11 .18 .08 .14 .23
8 0.5 16 19 09 25 20 09 .36 20 .10 42 20 .09
8 2.0 02 02 03 04 03 07 .05 08 14 07 13 21
9 0.5 16 21 11 28 20 09 .36 .18 .09 44 22 12
9 2.0 01 0 02 03 03 06 .04 07 13 07 .12 .20
cC=6
4 0.5 03 20 12 08 21 12 15 20 .10 .16 .17 .08
4 2.0 14 03 08 16 .08 17 17 14 24 20 .19 .33
5 0.5 04 20 10 a1 17 09 .17 20 .10 22 .20 .10
5 2.0 09 02 05 09 .04 20 .13 10 .18 15 .13 .24
6 0.5 06 20 11 14 21 10 .19 20 .10 .25 .20 .10
6 2.0 04 01 02 06 .03 07 .09 07 .14 .09 .10 .19
7 0.5 06 20 09 12 19 10 23 22 10 29 21 10
7 2.0 02 00 0 05 02 04 06 06 .10 .08 .09 .14
8 0.5 06 19 09 15 20 10 25 19 .10 .30 .19 .10
8 2.0 02 00 01 02 .01 03 .03 .03 .05 .04 .06 .11
9 0.5 06 20 10 18 22 11 28 20 .11 .34 .19 .09
9 2.0 01 00 .01 02 .01 02 .03 .02 .04 .03 .05 .09
c=8
4 0.5 02 21 13 06 19 10 10 21 .10 .14 .18 .08
4 2.0 12 02 05 15 .04 09 17 09 .17 19 .14 .25
5 0.5 03 22 11 05 20 11 11 20 .10 .17 .19 .09
5 2.0 07 01 02 09 .02 06 .09 .04 10 .12 .08 .17
6 0.5 02 18 .09 08 21 11 .13 19 .10 20 .20 .10
6 2.0 04 00 0L 06 01 02 07 04 07 08 .07 A3
7 0.5 03 20 11 09 20 11 18 21 11 22 20 11
7 2.0 03 00 00 04 01 0L .04 02 .04 05 .05 .09
8 0.5 04 20 10 a1 21 a1 17 21 .10 26 .19 .10
8 2.0 02 00 00 02 .01 0L .04 01 .03 .03 .03 .06
9 0.5 04 212 11 11 21 10 20 19 .10 .30 .23 .12
9 2.0 01 00 00 02 00 0L 01 00 .01 .02 .02 .04

MU = True EA Mean - see subsection entitled “Simulation Distributions” in Section 4.3.3.
MIX= Mixing Proportion - see subsection entitled “Simulation Distributions” in Section 4.3.3
C = Number of specimens in a composite.

N Number of composites analyzed.

CV = EA coefficient of variation (4/C )s

X

where s = sample standard deviation and ¥ = mean sample concentration
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4.3.4 Treatment of Observations Below the Limit of Quantitation. Test

procedures that are based on estimating a mean contaminant level for an EA, such as the Land and
Chen procedures, make use of each measured concentration value. For this reason, the use of all
reported concentration measurements in such calculations should be considered regardless of their
magnitude—that is, even if the measured levels fall below a quantitation level. One argument for this
approach is that the QL is itself an estimate. Another is that some value will have to be substituted
for any censored data point (i.e., a point reported as <QL), and the actual measured value is at least
as accurate as a substituted value.

The peer review of the Draft Soil Screening Guidance raised the following issue:
If such censored values do occur in a data set, what values should be used?

There is a substantial amount of literature on this subject and a variety of sophisticated approaches.
In the context of SSLs, however, a simple approach is recommended. Consistent with general
Superfund guidance, each observation reported as "<QL" shall be replaced with 0.5 QL for
computation of the sample mean.

The evidence suggests that the ingestion SSL generally will be 2 orders of magnitude or more greater
than the QL for most contaminants. In these cases, the results of soil screening will be insensitive to
alternative procedures that could be used to substitute values for observations reported as "<QL."
When the SSL is not much greater than the QL (e.g., SSL < 50 QL), the outcome of the soil
screening could be affected by the procedure used to substitute for "<QL" values.

The most conservative approach would be to substitute the concentration represented by the QL
itself for all observations reported as "<QL." In the context of the SSLs, however, the simple
approach of using 0.5 QL is suggested. This will be sufficiently conservative given the conservative
factors underlying the SSLs.

4.3.5 Multiple Hypothesis Testing Considerations. The Soil Screening Guidance
addresses the following hypothesis testing problem for each EA:

Hj: mean concentration of a given chemical 3 2 SSL

versus
H;: mean concentration of a given chemical <2 SSL.

The default value for the probability of a Type I error is a = 0.05, while the default value for the
power of the test at 0.5 SSL is 1-B = 0.80. The test is applied separately for each chemical, so that
these probabilities apply for each individual chemical. Thus, there is an 80 percent probability of
walking away from an EA (i.e., rejecting Hy) when only one chemical is being tested and its true

mean level is 0.5 SSL and a 5 percent probability of walking away if its true mean level is 2 SSL.
However, the Soil Screening Guidance does not explicitly address the following issues:

What is the composite probability of walking away from an EA if there are
multiple contaminants?

and
If such probabilities are unacceptable, how should one compensate when testing
for multiple contaminants within a single EA?
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The answer to the first question cannot be determined, in general, since the concentrations of the
various contaminants will often be dependent on one another (e.g., this would be expected if they
originated from the same source of contamination). The joint probability of walking away can be
determined, however, if one makes the simplifying assumption that the contaminant concentrations
for the different chemicals are independent (uncorrelated). In that case, the probability of walking
away is simply the product of the individual rejection probabilities.

For two chemicals (Chemical A and Chemical B, say), this is:

Pr{walking away from EA} = Pr{reject Hy for Chemical A} x Pr{reject Hy for Chemical B}.

While these joint probabilities must be regarded as approximate, they nevertheless serve to illustrate
the effect on the error rates when dealing with multiple contaminants.

Assume (for illustrative purposes only) that the probabilities for rejecting the null hypothesis
(walking away from the EA) for each single chemical appear as follows:

True concentration Probability of rejecting Hy
0.2 SSL 0.95
0.5 SSL 0.80 (default 1-R)
0.7 SSL 0.60
1.0 SSL 0.50
1.5SSL 0.20
2.0 SSL 0.05 (default a)

Let C(A) denote the concentration of Chemical A divided by the SSL, and let P(A) denote the
corresponding probability of rejecting Hy. Define C(B) and P(B) similarly for Chemical B. Assuming

independence, the joint probabilities of rejecting the null hypothesis (walking away) are as shown in
Table 34.

Table 34. Probability of "Walking Away" from an EA When Comparing
Two Chemicals to SSLs

Chemical A Chemical B

c(B)=0.2 ¢Cc(B)=05 C(B)=0.7 C(B)=1.0 C(B)=15 C(B)=2.0
C(A) P(A) P(B) =.95 P(B) =.80 P(B)=.60 P(B)=.50 P(B)=.20 P(B)=.05
0.2 0.95 0.90 0.76 0.57 0.48 0.19 0.05
0.5 0.80 0.76 0.64 0.48 0.40 0.16 0.04
0.7 0.60 0.57 0.48 0.36 0.30 0.12 0.03
1.0 0.50 0.48 0.40 0.30 0.25 0.10 0.03
15 0.20 0.19 0.16 0.12 0.10 0.04 0.01
2.0 0.05 0.05 0.04 0.03 0.03 0.01 <0.01
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These probabilities demonstrate that the test procedure will tend to be very conservative if multiple
chemicals are involved—that is, all of the chemical concentrations must be quite low relative to
their SSL in order to have a high probability of walking away from the EA. On the other hand, there
will be a high probability that further investigation will be called for if the mean concentration for
even a single chemical is twice the SSL.

A potential problem occurs when there are several chemicals under consideration and when all or
most of them have levels slightly below the SSL (e.g., near 0.5 SSL). For instance, if each of six
independent chemicals had levels at 0.5 SSL, the probability of rejecting the null hypothesis would be
80 percent for each such chemical, but the probability of walking away from the EA would be only
(0.80)6 = 0.26.

If the same samples are being analyzed for multiple chemicals, then the original choice for the
number of such samples ideally should have been based on the worst case (i.e., the chemical expected
to have the largest variability). In this case, the probability of correctly rejecting the null hypothesis
at 0.5 SSL for the chemicals with less variability will be higher. The overall probability of walking
away will be greater than shown above if all or some of the chemicals have less variability than
assumed as the basis for determining sample sizes. Here, the sample size will be large enough for the
probability of rejecting the null hypothesis at 0.5 SSL to be greater than 0.80 for these chemicals.

The probability values assumed above for deciding that no further investigation is necessary for
individual chemicals, which are the basis for these conclusions, are equally applicable for the Land,
Chen, and Max tests. They simply represent six hypothetical points of the power curves for these
tests (from 0.2 SSL to 2.0 SSL). Therefore, the conclusions are equally applicable for each of the
hypothesis testing procedures that have been considered in the current guidance for screening surface
soils.

If the surface soil concentrations are positively correlated, as expected when dealing with multiple
chemicals, then it is likely that either all the chemicals of concern have relatively high
concentrations or they all have relatively low concentrations. In this case, the probability of making
the correct decision for an EA would be greater than that suggested by the above calculations that
assume independence of the various chemicals.

However, the potential problem of several chemicals having concentrations near 0.5 SSL is not
precluded by assuming positive correlations. In fact, it suggests that if the EA average for one
chemical is near 0.5 SSL, then the average for others is also likely to be near 0.5 SSL, which is
exactly the situation where the probability of mot walking away from the EA can become large
because there is a high probability that Hy will be rejected for at least one of these chemicals.

An alternative would be to use multiple hypothesis testing procedures to control the overall error
rate for the set of chemicals (i.e., the set of hypothesis tests) rather than the separate error rates for
the individual chemicals. Guidance for performing multiple hypothesis tests is beyond the scope of
the current document. Obtain the advice of a statistician familiar with multiple hypothesis testing
procedures if the overall error rates for multiple chemicals is of concern for a particular site. The
classical statistical guidance regarding this subject is Simultaneous Statistical Inference (Miller, 1991).

4.3.6 Investigation of Compositing Within EA Sectors. If one decides that an

EA needs further investigation, then it is natural to inquire which portion(s) of the EA exceed the
screening level. This is a different question than simply asking whether or not the EA average soil
concentration exceeds the SSL. Conceivably, this question may require additional sampling, chemical
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analysis, and statistical analysis. A natural question is whether this additional effort can be avoided by
forming composites within sectors (subareas) of the EA. The sector with the highest estimated
concentration would then be a natural place to begin a detailed investigation.

The simulations to investigate the performance of rules to decide whether further investigation is
required, reported in Section 4.3.3, make specific assumptions about the sampling design. It is
assumed that N composite samples are chemically analyzed, each consisting of C specimens selected
to be statistically representative of the entire EA. The key point, in addition to random sampling, is
that composites must be formed across sectors rather than within sectors. This assumption is
necessary to achieve composite samples that are representative of the EA mean (i.e., have the EA
mean as their expected value).

If compositing is limited to sectors, such as quadrants, then each composite represents its sector,
rather than the entire EA. The simulations reported in Section 4.3.3, and sample sizes based on
them, do not apply to this type of compositing. This does not necessarily preclude compositing
within sectors for both purposes, i.e., to test the hypothesis about the EA mean and also to indicate
the most contaminated sector. However, little is known about the statistical properties of this
approach when applying the Max test, which would depend on specifics of the actual spatial
distribution of contaminants for a given EA. Because of the lack of extensive spatial data sets for
contaminated soil, there is limited basis for determining what sample sizes would be adequate for
achieving desired DQOs for various sites. However, one spatial data set was available and used to
investigate the performance of compositing within sectors at one site.

Piazza Road Simulations. Data from the Piazza Road NPL site were used to investigate the

properties of tests of the EA mean based on compositing within sectors, as compared to compositing
between sectors. The investigation of a single site cannot be used to validate a given procedure, but it
may indicate whether further investigation of the procedure is worthwhile.

Seven nonoverlapping 0.4-acre EAs were defined within the Piazza Road site. Each EA is an 8-by-12
grid composed of 14'x14' squares. The data consist of a single dioxin measurement of a composite
sample from each small square. These measurements are regarded as true values for the simulations
reported in this section. Measurement error was incorporated in the same fashion as for the
simulations reported in Section 4.3.3.

Each of the seven EAs was subdivided into four 4-by-6 sectors, six 4-by-4 sectors, eight 4-by-3
sectors, twelve 2-by-4 sectors, and sixteen 2-by-3 sectors. Results are presented here for the cases of
four, six, and eight sectors because composites of more than eight specimens are expected to be used
rarely, if at all.

Table 35 presents the "true" mean and CV for each EA, computed from all 96 measurements within
the 0.4-acre EA. The CVs range from 1.0 to 2.2. Note that two of the seven CVs equal or exceed 2
at this site. This supports EPA's belief that at many sites it is prudent, when planning sample size
requirements for screening, to assume a CV of at least 2.5 and to consider the possibility of CVs as
large as 3 or 3.5.

As data on variability within EAs for different sites and contaminant conditions accrue over time, it
will be possible to base the choice of procedures on a larger, more comprehensive database, rather
than just a single site.

Appendix J contains results of simulations from the seven Piazza Road EAs. Sampling with
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replacement from each sector was used, because this was felt to be more consistent with the planned
compositing. To estimate the error rates at 0.5 SSL and 2 SSL for each EA, the SSL was defined so
that the site mean first was regarded as 0.5 SSL and then was regarded as 2 SSL.

Notation for Results from Piazza Road Simulations. The following notation is used

in Appendix J. The design variable (DES) indicates whether compositing was within sector (DES=W)
or across sectors (DES=X). As in Section 4.3.3, C denotes the number of specimens per composite,
and N denotes the number of composite samples chemically analyzed. Results in Appendix J are for
the Chen test at the 10 percent significance level and for the Max test. The true mean and CV are
shown in the header for each EA.

Table 35. Means and CVs for Dioxin Concentrations for 7 Piazza Road

Exposure Areas

EA Mean of EA CV of EA N
1 2.1 1.0 96
2 2.4 1.6 96
3 5.1 1.1 96
4 4.0 1.2 96
5 9.3 2.0 96
6 15.8 2.2 96
7 2.8 1.4 96

Results and Conclusions from Piazza Road Simulations. Although the results

from a single site cannot be assumed to apply to all sites, the following observations can be made
based on the Piazza Road simulations reported in Appendix J.

The error rate at 0.5 SSL for the Chen test, using compositing across sectors
(DES=X), is generally close to the nominal rate of 0.10. For compositing within
sectors (DES=W), the error rate for Chen at 0.5 SSL is generally much lower than the
nominal rate.

Except for plans involving only four analyses (N = 4), the error rate at 2 SSL is
always below 0.05 for the Chen test. For the Max test, the error rate at 2 SSL
fluctuated between 0 and 16 percent. The error rate at 2 SSL is smaller for the Chen
test at the 10 percent significance level than for the Max test in virtually all cases.
The only two exceptions to this are for compositing within sector (DES=W) in EA
No. 6.

This observation provides further support for the conclusion drawn from the
simulations reported in Section 4.3.3: plans involving only four analyses can result in
high error rates in determining the mean contaminant concentration of an EA with
the Max test. In most cases the error rates of concern to EPA (at 2 SSL) are 0.10 or
larger.
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In general, error rates estimated from Piazza Road simulations for compositing across
sectors are at least as small as would be predicted on the basis of the simulation results
reported in Section 4.3.3.

The simulation results show that compositing within sectors using the Max test may
be an option for site managers who want to know whether one sector of an EA is
more contaminated than the other. However, use of the Max test when compositing
within sectors may lead the site manager to draw conclusions about the mean
contaminant concentration in that sector only, not across the entire EA.
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Part 5: CHEMICAL-SPECIFIC PARAMETERS

Chemical-specific parameters required for calculating soil screening levels include the organic carbon
normalized soil-water partition coefficient for organic compounds (K,.), the soil-water partition

coefficient for inorganic constituents (Kg), water solubility (S), Henry's law constant (HLC, H’), air
diffusivity (D;,), and water diffusivity (Djy). In addition, the octanol-water partition coefficient
(Kow) 1s needed to calculate K. values. This part of the background document describes the
collection and compilation of these parameters for the SSL chemicals.

With the exception of values for air diffusivity (D;,), water diffusivity (D; ), and certain K, values,
all of the values used in the development of SSLs can be found in the Superfund Chemical Data
Matrix (SCDM). SCDM is a computer code that includes more than 25 datafiles containing specific
chemical parameters used to calculate factor and benchmark values for the Hazard Ranking System
(HRS). Because SCDM datafiles are regularly updated, the user should consult the most recent version
of SCDM to ensure that the values are up to date.

5.1 Solubility, Henry's Law Constant, and Ky

Chemical-specific values for solubility, Henry's law constant (HLC), and K,, were obtained from
SCDM. In the selection of the value for SCDM, measured or analytical values are favored over
calculated values. However, in the event that a measured value is not available, calculated values are
used. Table 36 presents the solubility, Henry's law constant, and K, values taken from SCDM and

used to calculate SSLs.

Henry's law constant values were available for all but two of the constituents of interest. Henry's law
constants could not be obtained from the SCDM datafiles for either carbazole or mercury. As a
consequence, this parameter was calculated according to the following equation:

HLC = (VP)(M)/(S) (68)
where

HLC = Henry's law constant (atm-m3/mol)
VP = vapor pressure (atm)
M = molecular weight (g/mol)
S = solubility (mg/L or g/m3).

The SSL equations require the dimensionless form of Henry's law constant, or H', which is calculated
from HLC (atm-m3/mol) by multiplying by 41 (U.S. EPA, 1991b). The values taken from SCDM for
HLC and the calculated dimensionless values for H' are both presented in Table 36.

5.2 Air (Dj a) and Water (D; ) Diffusivities

Few published diffusivities were available for the subject chemicals for air (D;,) and water (D; ).

Water and air diffusivities were obtained from the CHEMDATS model chemical properties database
(DATATWO.WKI1). For chemicals not in CHEMDATS, diffusivities were estimated using the
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WATERS model correlations for air and water diffusivities. Both CHEMDATS8 and WATERS can be
obtained from EPA's SCRAM bulletin board system, as described in Section 3.1.2. Table 37 presents
the values used to calculate SSLs.

Table 36. Chemical-Specific Properties Used in SSL Calculations

S HLC H’

CAS No. Compound (mg/L) (atm-m3mol) (dimensionless) 109 Ky,
83-32-9 Acenaphthene 4.24E+00 1.55E-04 6.36E-03 3.92
67-64-1 Acetone 1.00E+06 3.88E-05 1.59E-03 -0.24

309-00-2 Aldrin 1.80E-01 1.70E-04 6.97E-03 6.50
120-12-7 Anthracene 4.34E-02 6.50E-05 2.67E-03 4.55
56-55-3 Benz(a)anthracene 9.40E-03 3.35E-06 1.37E-04 5.70
71-43-2 Benzene 1.75E+03 5.55E-03 2.28E-01 2.13
205-99-2 Benzo(b)fluoranthene 1.50E-03 1.11E-04 4.55E-03 6.20
207-08-9 Benzo(k)fluoranthene 8.00E-04 8.29E-07 3.40E-05 6.20
65-85-0 Benzoic acid 3.50E+03 1.54E-06 6.31E-05 1.86
50-32-8 Benzo(a)pyrene 1.62E-03 1.13E-06 4.63E-05 6.11
111-44-4 Bis(2-chloroethyl)ether 1.72E+04 1.80E-05 7.38E-04 1.21
117-81-7 Bis(2-ethylhexyl)phthalate 3.40E-01 1.02E-07 4.18E-06 7.30
75-27-4 Bromodichloromethane 6.74E+03 1.60E-03 6.56E-02 2.10
75-25-2 Bromoform 3.10E+03 5.35E-04 2.19E-02 2.35
71-36-3 Butanol 7.40E+04 8.81E-06 3.61E-04 0.85
85-68-7 Butyl benzyl phthalate 2.69E+00 1.26E-06 5.17E-05 4.84
86-74-8 Carbazole 7.48E+00 1.53E-08 a 6.26E-07 3.59
75-15-0 Carbon disulfide 1.19E+03 3.03E-02 1.24E+00 2.00
56-23-5 Carbon tetrachloride 7.93E+02 3.04E-02 1.25E+00 2.73
57-74-9 Chlordane 5.60E-02 4.86E-05 1.99E-03 6.32
106-47-8 p-Chloroaniline 5.30E+03 3.31E-07 1.36E-05 1.85
108-90-7 Chlorobenzene 4.72E+02 3.70E-03 1.52E-01 2.86
124-48-1 Chlorodibromomethane 2.60E+03 7.83E-04 3.21E-02 2.17
67-66-3 Chloroform 7.92E+03 3.67E-03 1.50E-01 1.92
95-57-8 2-Chlorophenol 2.20E+04 3.91E-04 1.60E-02 2.15
218-01-9 Chrysene 1.60E-03 9.46E-05 3.88E-03 5.70
72-54-8 DDD 9.00E-02 4.00E-06 1.64E-04 6.10
72-55-9 DDE 1.20E-01 2.10E-05 8.61E-04 6.76
50-29-3 DDT 2.50E-02 8.10E-06 3.32E-04 6.53
53-70-3 Dibenz(a,h)anthracene 2.49E-03 1.47E-08 6.03E-07 6.69
84-74-2 Di-n-butyl phthalate 1.12E+01 9.38E-10 3.85E-08 4.61
95-50-1 1,2-Dichlorobenzene 1.56E+02 1.90E-03 7.79E-02 3.43
106-46-7 1,4-Dichlorobenzene 7.38E+01 2.43E-03 9.96E-02 3.42
91-94-1 3,3-Dichlorobenzidine 3.11E+00 4.00E-09 1.64E-07 3.51
75-34-3 1,1-Dichloroethane 5.06E+03 5.62E-03 2.30E-01 1.79
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Table 36 (continued)

S HLC H’
CAS No. Compound (mg/L) (atm-m3mol) (dimensionless) 109 Kgy
107-06-2 1,2-Dichloroethane 8.52E+03 9.79E-04 4.01E-02 1.47
75-35-4 1,1-Dichloroethylene 2.25E+03 2.61E-02 1.07E+00 2.13
156-59-2 cis-1,2-Dichloroethylene 3.50E+03 4.08E-03 1.67E-01 1.86
156-60-5 trans-1,2-Dichloroethylene 6.30E+03 9.38E-03 3.85E-01 2.07
120-83-2 2,4-Dichlorophenol 4.50E+03 3.16E-06 1.30E-04 3.08
78-87-5 1,2-Dichloropropane 2.80E+03 2.80E-03 1.15E-01 1.97
542-75-6 1,3-Dichloropropene 2.80E+03 1.77E-02 7.26E-01 2.00
60-57-1 Dieldrin 1.95E-01 1.51E-05 6.19E-04 5.37
84-66-2 Diethylphthalate 1.08E+03 4.50E-07 1.85E-05 2.50
105-67-9 2,4-Dimethylphenol 7.87E+03 2.00E-06 8.20E-05 2.36
51-28-5 2,4-Dinitrophenol 2.79E+03 4.43E-07 1.82E-05 1.55
121-14-2 2,4-Dinitrotoluene 2.70E+02 9.26E-08 3.80E-06 2.01
606-20-2 2,6-Dinitrotoluene 1.82E+02 7.47E-07 3.06E-05 1.87
117-84-0 Di-n-octyl phthalate 2.00E-02 6.68E-05 2.74E-03 8.06
115-29-7 Endosulfan 5.10E-01 1.12E-05 4.59E-04 4.10
72-20-8 Endrin 2.50E-01 7.52E-06 3.08E-04 5.06
100-41-4 Ethylbenzene 1.69E+02 7.88E-03 3.23E-01 3.14
206-44-0 Fluoranthene 2.06E-01 1.61E-05 6.60E-04 5.12
86-73-7 Fluorene 1.98E+00 6.36E-05 2.61E-03 4.21
76-44-8 Heptachlor 1.80E-01 1.09E-03 4.47E-02 6.26
1024-57-3 Heptachlor epoxide 2.00E-01 9.50E-06 3.90E-04 5.00
118-74-1 Hexachlorobenzene 6.20E+00 1.32E-03 5.41E-02 5.89
87-68-3 Hexachloro-1,3-butadiene 3.23E+00 8.15E-03 3.34E-01 4.81
319-84-6 a-HCH (a-BHC) 2.00E+00 1.06E-05 4.35E-04 3.80
319-85-7 b-HCH (b-BHC) 2.40E-01 7.43E-07 3.05E-05 3.81
58-89-9 g-HCH (Lindane) 6.80E+00 1.40E-05 5.74E-04 3.73
77-47-4 Hexachlorocyclopentadiene  1.80E+00 2.70E-02 1.11E+00 5.39
67-72-1 Hexachloroethane 5.00E+01 3.89E-03 1.59E-01 4.00
193-39-5 Indeno(1,2,3-cd)pyrene 2.20E-05 1.60E-06 6.56E-05 6.65
78-59-1 Isophorone 1.20E+04 6.64E-06 2.72E-04 1.70
7439-97-6 Mercury 1.14E-02 b 4.67E-01 ---
72-43-5 Methoxychlor 4.50E-02 1.58E-05 6.48E-04 5.08
74-83-9 Methyl bromide 1.52E+04 6.24E-03 2.56E-01 1.19
75-09-2 Methylene chloride 1.30E+04 2.19E-03 8.98E-02 1.25
95-48-7 2-Methylphenol 2.60E+04 1.20E-06 4.92E-05 1.99
91-20-3 Naphthalene 3.10E+01 4.83E-04 1.98E-02 3.36
98-95-3 Nitrobenzene 2.09E+03 2.40E-05 9.84E-04 1.84
86-30-6 N-Nitrosodiphenylamine 3.51E+01 5.00E-06 2.05E-04 3.16
621-64-7 N-Nitrosodi-n-propylamine 9.89E+03 2.25E-06 9.23E-05 1.40
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Table 36 (continued)

S HLC H’
CAS No. Compound (mg/L) (atm-m3mol) (dimensionless) 109 Kgy
87-86-5 Pentachlorophenol 1.95E+03 2.44E-08 1.00E-06 5.09
108-95-2 Phenol 8.28E+04 3.97E-07 1.63E-05 1.48
129-00-0 Pyrene 1.35E-01 1.10E-05 4.51E-04 5.11
100-42-5 Styrene 3.10E+02 2.75E-03 1.13E-01 2.94
79-34-5 1,1,2,2-Tetrachloroethane 2.97E+03 3.45E-04 1.41E-02 2.39
127-18-4 Tetrachloroethylene 2.00E+02 1.84E-02 7.54E-01 2.67
108-88-3 Toluene 5.26E+02 6.64E-03 2.72E-01 2.75
8001-35-2 Toxaphene 7.40E-01 6.00E-06 2.46E-04 5.50
120-82-1 1,2,4-Trichlorobenzene 3.00E+02 1.42E-03 5.82E-02 4.01
71-55-6 1,1,1-Trichloroethane 1.33E+03 1.72E-02 7.05E-01 2.48
79-00-5 1,1,2-Trichloroethane 4.42E+03 9.13E-04 3.74E-02 2.05
79-01-6 Trichloroethylene 1.10E+03 1.03E-02 4.22E-01 2.71
95-95-4 2,4,5-Trichlorophenol 1.20E+03 4.33E-06 1.78E-04 3.90
88-06-2 2,4,6-Trichlorophenol 8.00E+02 7.79E-06 3.19E-04 3.70
108-05-4 Vinyl acetate 2.00E+04 5.11E-04 2.10E-02 0.73
75-01-4 Vinyl chloride 2.76E+03 2.70E-02 1.11E+00 1.50
108-38-3 m-Xylene 1.61E+02 7.34E-03 3.01E-01 3.20
95-47-6 0-Xylene 1.78E+02 5.19E-03 2.13E-01 3.13
106-42-3 p-Xylene 1.85E+02 7.66E-03 3.14E-01 3.17
CAS = Chemical Abstracts Service.
S = Solubility in water (20-25 °C).
HLC = Henry's law constant.
H’ = Dimensionless Henry's law constant (HLC [atm-m3/mol] * 41) (25 °C).
Kow = Octanol/water partition coefficient.

a HLC was calculated using the equation: HLC = vapor pressure * molecular wt. / solubility. Vapor pressure is 6.83E-10
atm and molecular weight is 167.21 g/mol for carbazole.
b Value from WATER8 model database.
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Table 37. Air Diffusivity (D; 5) and Water Diffusivity (D; w) Values
for SSL Chemicals (25°C)a

CAS No. Compound D5 (cm?s) D; (cm?s)
83-32-9  Acenaphthene 4.21E-02 7.69E-06
67-64-1 Acetone 1.24E-01 1.14E-05

309-00-2  Aldrin 1.32E-02 4.86E-06
120-12-7  Anthracene 3.24E-02 7.74E-06
56-55-3 Benz(a)anthracene 5.10E-02 9.00E-06
71-43-2 Benzene 8.80E-02 9.80E-06
205-99-2 Benzo(b)fluoranthene 2.26E-02 5.56E-06
207-08-9 Benzo(k)fluoranthene 2.26E-02 5.56E-06
65-85-0 Benzoic acid 5.36E-02 7.97E-06
50-32-8 Benzo(a)pyrene 4.30E-02 9.00E-06
111-44-4  Bis(2-chloroethyl)ether 6.92E-02 7.53E-06
117-81-7  Bis(2-ethylhexyl)phthalate 3.51E-02 3.66E-06
75-27-4  Bromodichloromethane 2.98E-02 1.06E-05
75-25-2  Bromoform 1.49E-02 1.03E-05
71-36-3  Butanol 8.00E-02 9.30E-06
85-68-7  Butyl benzyl phthalate 1.74E-02 b 4.83E-06 b
86-74-8 Carbazole 3.90E-02 b 7.03E-06 b
75-15-0  Carbon disulfide 1.04E-01 1.00E-05
56-23-5  Carbon tetrachloride 7.80E-02 8.80E-06
57-74-9  Chlordane 1.18E-02 4.37E-06
106-47-8 p-Chloroaniline 4.83E-02 1.01E-05
108-90-7 Chlorobenzene 7.30E-02 8.70E-06
124-48-1  Chlorodibromomethane 1.96E-02 1.05E-05
67-66-3  Chloroform 1.04E-01 1.00E-05
95-57-8  2-Chlorophenol 5.01E-02 9.46E-06
218-01-9 Chrysene 2.48E-02 6.21E-06
72-54-8 DDD 1.69E-02 b 4.76E-06 b
72-55-9 DDE 1.44E-02 5.87E-06
50-29-3 DDT 1.37E-02 4.95E-06
53-70-3 Dibenz(a,h)anthracene 2.02E-02 b 5.18E-06 b
84-74-2  Di-n-butyl phthalate 4.38E-02 7.86E-06
95-50-1 1,2-Dichlorobenzene 6.90E-02 7.90E-06
106-46-7 1,4-Dichlorobenzene 6.90E-02 7.90E-06
91-94-1  3,3-Dichlorobenzidine 1.94E-02 6.74E-06
75-34-3  1,1-Dichloroethane 7.42E-02 1.05E-05
107-06-2 1,2-Dichloroethane 1.04E-01 9.90E-06
75-35-4  1,1-Dichloroethylene 9.00E-02 1.04E-05
156-59-2  cis-1,2-Dichloroethylene 7.36E-02 1.13E-05
156-60-5 trans-1,2-Dichloroethylene 7.07E-02 1.19E-05
120-83-2  2,4-Dichlorophenol 3.46E-02 8.77E-06
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Table 37 (continued)

CAS No. Compound Dj a(cm?s) D; (cm?s)
78-87-5 1,2-Dichloropropane 7.82E-02 8.73E-06
542-75-6  1,3-Dichloropropene 6.26E-02 1.00E-05
60-57-1  Dieldrin 1.25E-02 4.74E-06
84-66-2 Diethylphthalate 2.56E-02 b 6.35E-06 b
105-67-9  2,4-Dimethylphenol 5.84E-02 8.69E-06
51-28-5  2,4-Dinitrophenol 2.73E-02 9.06E-06
121-14-2  2,4-Dinitrotoluene 2.03E-01 7.06E-06
606-20-2  2,6-Dinitrotoluene 3.27E-02 7.26E-06
117-84-0 Di-n-octyl phthalate 1.51E-02 3.58E-06
115-29-7 Endosulfan 1.15E-02 4.55E-06
72-20-8  Endrin 1.25E-02 4.74E-06
100-41-4 Ethylbenzene 7.50E-02 7.80E-06
206-44-0 Fluoranthene 3.02E-02 6.35E-06
86-73-7  Fluorene 3.63E-02b 7.88E-06 b
76-44-8  Heptachlor 1.12E-02 5.69E-06
1024-57-3  Heptachlor epoxide 1.32E-02 b 4.23E-06 b
118-74-1 Hexachlorobenzene 5.42E-02 5.91E-06
87-68-3  Hexachloro-1,3-butadiene 5.61E-02 6.16E-06
319-84-6 a-HCH (a-BHC) 1.42E-02 7.34E-06
319-85-7  b-HCH (b-BHC) 1.42E-02 7.34E-06
58-89-9 g-HCH (Lindane) 1.42E-02 7.34E-06
77-47-4  Hexachlorocyclopentadiene 1.61E-02 7.21E-06
67-72-1 Hexachloroethane 2.50E-03 6.80E-06
193-39-5 Indeno(1,2,3-cd)pyrene 1.90E-02 5.66E-06
78-59-1 Isophorone 6.23E-02 6.76E-06
7439-97-6  Mercury 3.07E-02 b 6.30E-06 b
72-43-5  Methoxychlor 1.56E-02 4.46E-06
74-83-9  Methyl bromide 7.28E-02 1.21E-05
75-09-2  Methylene chloride 1.01E-01 1.17E-05
95-48-7  2-Methylphenol 7.40E-02 8.30E-06
91-20-3 Naphthalene 5.90E-02 7.50E-06
98-95-3  Nitrobenzene 7.60E-02 8.60E-06
86-30-6  N-Nitrosodiphenylamine 3.12E-02 b 6.35E-06 b
621-64-7  N-Nitrosodi-n-propylamine 5.45E-02 b 8.17E-06 b
87-86-5 Pentachlorophenol 5.60E-02 6.10E-06
108-95-2  Phenol 8.20E-02 9.10E-06
129-00-0 Pyrene 2.72E-02 b 7.24E-06 b
100-42-5  Styrene 7.10E-02 8.00E-06
79-34-5 1,1,2,2-Tetrachloroethane 7.10E-02 7.90E-06
127-18-4  Tetrachloroethylene 7.20E-02 8.20E-06
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Table 37 (continued)

CAS No. Compound Dj a(cm?s) D; (cm?s)
108-88-3  Toluene 8.70E-02 8.60E-06
8001-35-2 Toxaphene 1.16E-02 4.34E-06
120-82-1  1,2,4-Trichlorobenzene 3.00E-02 8.23E-06
71-55-6  1,1,1-Trichloroethane 7.80E-02 8.80E-06
79-00-5 1,1,2-Trichloroethane 7.80E-02 8.80E-06
79-01-6  Trichloroethylene 7.90E-02 9.10E-06
95-95-4  2,4,5-Trichlorophenol 2.91E-02 7.03E-06
88-06-2  2,4,6-Trichlorophenol 3.18E-02 6.25E-06
108-05-4  Vinyl acetate 8.50E-02 9.20E-06
75-01-4  Vinyl chloride 1.06E-01 1.23E-06
108-38-3 m-Xylene 7.00E-02 7.80E-06
95-47-6  0-Xylene 8.70E-02 1.00E-05
106-42-3  p-Xylene 7.69E-02 8.44E-06

CAS = Chemical Abstracts Service.
a Value from CHEMDATS8 model database unless indicated otherwise.
b Estimated using correlations in WATERS8 model.

5.3 Soil Organic Carbon/Water Partition Coefficients (Kg¢)

Application of SSLs for the inhalation and migration to ground water pathways requires K,. values
for each organic chemical of concern. K, values are also needed for site-specific exposure modeling

efforts. An initial review of the literature uncovered significant variability in this parameter, with
reported measured values for a compound sometimes varying over several orders of magnitude. This
variability can be attributed to several factors, including actual variability due to differences in soil or
sediment properties, differences in experimental and analytical approaches used to measure the
values, and experimental or measurement error. To resolve this difficulty, an extensive literature
review was conducted to uncover all available measured values and to identify approaches and
information that might be useful in developing valid K, values.

The soil-water partitioning behavior of nonionizing and ionizing organic compounds differs because
the partitioning of ionizing organics can be significantly influenced by soil pH. For this reason,
different approaches were required to estimate K,. values for nonionizing and ionizing organic

compounds.

5.3.1 Ky for Nonionizing Organic Compounds. As noted earlier, there is
significant variability in reported K,. values and an extensive literature search was conducted to
collect all available measured K,. values for the nonionizing hydrophobic organic compounds of
interest.

In the literature search, misquotation error was minimized by obtaining the original references

whenever possible. Values from compilations and secondary references were used only when the
original references could not be obtained. Redundancy of values was avoided, although in rare
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instances it was not possible to determine if compilations included such values, especially when data
were reported as "selected" values.

In certain references, soil-water partition coefficients (e.g., Kq or K;) were reported along with the
organic carbon content of the soil. In these cases, K . was computed by dividing K4 by the fractional
soil organic carbon content (f,., g/g). If the partition coefficient was normalized to soil organic
matter (i.e., K,y), it was converted to K, as follows (Dragun, 1988):

Koo = 1.724 Kom (69)

where

1.724 = conversion factor from organic matter to organic carbon (f,,, = 1.724 f,. )
Kom = partition coefficient normalized to organic matter (L/kg)
fom = fraction organic matter (g/g).

Once collected, K. values were reviewed. It was not possible to systematically evaluate each source

for accuracy or consistency or to analyze sources of variability between references because of wide
variations in soil and sediment properties, experimental and analytical methods, and the manner in
which these were reported in each reference. This, and the limited number of K., values for many

compounds, prevented any meaningful statistical analysis to eliminate outliers.

Collected values were qualitatively reviewed, however, and some values were excluded. Values
measured for low-carbon-content sorbents (i.e., fo £ 0.001) are generally beyond the range of the

linear relationship between soil organic carbon and Ky and were rejected in most cases. Some

references produced consistently high or low values and, as a result, were eliminated. Values were also
eliminated if they fell outside the range of other measured values. The final values used are presented
in Appendix K along with their reference sources.

Summary statistics for the measured K,. values are presented in Table 38. The geometric mean of
the K, for each nonionizing organic compound is used as the the central tendency K, value because

it is a more suitable estimate of the central tendency of a distribution of environmental values with
wide variability.

The data contained in Table 38 are summarized in Table 39 for each of the nonionizing organic
compounds for which measured K, values were available. As shown, measured values are available for

only a subset of the SSL compounds. As a consequence, an alternative methodology was applied to
determine K, values for the entire set of nonionizing hydrophobic organic compounds of interest.

It has long been noted that a strong linear relationship exists between K. and K., (octanol/water
partition coefficient) (Lyman et al., 1982) and that this relationship can be used to predict K in the

absence of measured data. One such relationship was reported by Di Toro (1985). This relationship
was selected for use in calculating K. values for most semivolatile nonionizing organic compounds

(Group 1 in Table 39) because it considers particle interaction and was shown to be in conformity
with observations for a large set of adsorption-desorption data (Di Toro, 1985). Di Toro's equation is
as follows:

log Koo = 0.00028 + (0.983 x log Koy) (70)
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For volatile organic compounds (VOCs), Equation 70 consistently overpredicted K,. values when

compared to measured data. For this reason, a separate regression equation was developed using log
K,ow and measured log K. values for VOCs, chlorinated benzenes, and certain chlorinated pesticides:

log Koo = 0.0784 + (0.7919 x log Kw) (71)

Equation 71 was developed from a linear regression calculated at the 95 percent confidence level.
The correlation coefficient (r) was 0.99 with an r2 of 0.97. The compounds and data used to develop
this equation are provided in Appendix K. Equation 71 was used to calculate K,. values for VOCs,

chlorobenzenes, and certain chlorinated pesticides (i.e., Group 2 in Table 39). Log K,. values
calculated using Equations 70 and 71 were rounded to two decimal places, and the resulting K, values

were rounded to two decimal places in scientific notation (i.e, as they appear in Table 39) prior to
calculating SSLs.

Table 38. Summary Statistics for Measured Kyc. Values: Nonionizing

Organicsa
Koe (L/kg)
Geometric Sample
Compound Mean Average Minimum Maximum  Size
Acenaphthene 4,898 5,028 3,890 6,166 2
Aldrin 48,685 48,686 48,394 48,978 2
Anthracene 23,493 24,362 14,500 33,884 9
Benz(a)anthracene 357,537 459,882 150,000 840,000 4
Benzene 62 66 31 100 13
Benzo(a)pyrene 968,774 1,166,733 478,947 2,130,000 3
Bis(2-chloroethyl)ether 76 76 76 76 1
Bis(2-ethylhexyl)phthalate 111,123 114,337 87,420 141,254 2
Bromoform 126 126 126 126 1
Butyl benzyl phthalate 13,746 14,055 11,128 16,981 2
Carbon tetrachloride 152 158 123 224 3
Chlordane 51,310 51,798 44,711 58,884 2
Chlorobenzene 224 260 83 500 9
Chloroform 53 57 28 81 5
DDD 45,800 45,800 45,800 45,800 1
DDE 86,405 86,405 86,405 86,405 1
DDT 677,934 792,158 285,467 1,741,516 6
Dibenz(a,h)anthracene 1,789,101 2,029,435 565,014 3,059,425 14
1,2-Dichlorobenzene (0) 379 390 267 529 9
1,4-Dichlorobenzene (p) 616 687 273 1,375 16
1,1-Dichloroethane 53 54 46 62 2
1,2-Dichloroethane 38 44 22 76 3
1,1-Dichloroethylene 65 65 65 65 1
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Table 38 (continued)

Ko (L/kg)
Geometric Sample
Compound Mean Average Minimum Maximum  Size
trans-1,2-Dichloroethylene 38 38 38 38 1
1,2-Dichloropropane 47 a7 47 a7 1
1,3-Dichloropropene 27 27 24 32 3
Dieldrin 25,546 25,604 23,308 27,399 3
Diethylphthalate 82 84 69 98 2
Di-n-butylphthalate 1,567 1,580 1,384 1,775 2
Endosulfan 2,040 2,040 2,040 2,040 1
Endrin 10,811 11,422 7,724 15,885 4
Ethylbenzene 204 207 165 255 5
Fluoranthene 49,096 49,433 41,687 54,954 3
Fluorene 7,707 8,906 3,989 16,218 6
Heptachlor 9,528 10,070 6,810 13,330 2
Hexachlorobenzene 80,000 80,000 80,000 80,000 1
a-HCH (a-BHC) 1,762 1,835 1,022 2,891 12
b-HCH (b-BHC) 2,139 2,241 1,156 3,563 14
g-HCH (Lindane) 1,352 1,477 731 3,249 65
Methoxychlor 80,000 80,000 80,000 80,000 1
Methyl bromide 9 9 9 9 1
Methyl chloride 6 6 6 6 1
Methylene chloride 10 10 10 10 1
Naphthalene 1,191 1,231 830 1,950 20
Nitrobenzene 119 141 31 270 10
Pentachlorobenzene 32,148 36,114 11,381 55,176 5
Pyrene 67,992 70,808 43,807 133,590 27
Styrene 912 912 912 912 1
1,1,2,2-Tetrachloroethane 79 79 79 79 1
Tetrachloroethylene 265 272 177 373 15
Toluene 140 145 94 247 12
Toxaphene 95,816 95,816 95,816 95,816 1
1,2,4-Trichlorobenzene 1,659 1,783 864 3,125 17
1,1,1-Trichloroethane 135 139 106 179 5
1,1,2-Trichloroethane 75 77 60 108 4
Trichloroethylene 94 97 57 150 21
0-Xylene 241 241 222 258 4
m-Xylene 196 204 158 289 3
p-Xylene 311 313 260 347 3

a See Appendix K for sources of measured values.
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Table 39. Comparison of Measured and Calculated Kyc Values

Calculated Measured

Chemical Log Log Ky Koc Koc
CAS No. Compound Group a Kow (L/kg) (L/kg) (L/kg)
83-32-9 Acenaphthene 1 3.92 3.85 7.08E+03 4.90E+03
67-64-1 Acetone 1 -0.24 -0.24 5.75E-01
309-00-2 Aldrin 1 6.50 6.39 2.45E+06 4.87E+04
120-12-7 Anthracene 1 4.55 4.47 2.95E+04 2.35E+04
56-55-3 Benz(a)anthracene 1 5.70 5.60 3.98E+05 3.58E+05
71-43-2 Benzene 2 2.13 1.77 5.89E+01 6.17E+01
205-99-2 Benzo(b)fluoranthene 1 6.20 6.09 1.23E+06
207-08-9 Benzo(k)fluoranthene 1 6.20 6.09 1.23E+06
50-32-8 Benzo(a)pyrene 1 6.11 6.01 1.02E+06 9.69E+05
111-44-4 Bis(2-chloroethyl)ether 1 1.21 1.19 1.55E+01 7.59E+01
117-81-7 Bis(2-ethylhexyl)phthalate 1 7.30 7.18 1.51E+07 1.11E+05
75-27-4 Bromodichloromethane 2 2.10 1.74 5.50E+01 -
75-25-2 Bromoform 2 2.35 1.94 8.71E+01 1.26E+02
71-36-3 Butanol 1 0.85 0.84 6.92E+00
85-68-7 Butyl benzyl phthalate 1 4.84 4.76 5.75E+04 1.37E+04
86-74-8 Carbazole 1 3.59 3.53 3.39E+03
75-15-0 Carbon disulfide 2 2.00 1.66 4 57E+01
56-23-5 Carbon tetrachloride 2 2.73 2.24 1.74E+02 1.52E+02
57-74-9 Chlordane 2 6.32 5.08 1.20E+05 5.13E+04
106-47-8 p-Chloroaniline 1 1.85 1.82 6.61E+01 ---
108-90-7 Chlorobenzene 2 2.86 2.34 2.19E+02 2.24E+02
124-48-1 Chlorodibromomethane 2 2.17 1.80 6.31E+01 ---
67-66-3 Chloroform 2 1.92 1.60 3.98E+01 5.25E+01
218-01-9 Chrysene 1 5.70 5.60 3.98E+05
72-54-8 DDD 1 6.10 6.00 1.00E+06 4,58E+04
72-55-9 DDE 1 6.76 6.65 4,47E+06 8.64E+04
50-29-3 DDT 1 6.53 6.42 2.63E+06 6.78E+05
53-70-3 Dibenz(a,h)anthracene 1 6.69 6.58 3.80E+06 1.79E+06
84-74-2 Din-butyl phthalate 1 4.61 4.53 3.39E+04 1.57E+03
95-50-1 1,2-Dichlorobenzene 2 3.43 2.79 6.17E+02 3.79E+02
106-46-7 1,4-Dichlorobenzene 2 3.42 2.79 6.17E+02 6.16E+02
91-94-1 3,3-Dichlorobenzidine 2 3.51 2.86 7.24E+02
75-34-3 1,1-Dichloroethane 2 1.79 1.50 3.16E+01 5.34E+01
107-06-2 1,2-Dichloroethane 2 1.47 1.24 1.74E+01 3.80E+01
75-35-4 1,1-Dichloroethylene 2 2.13 1.77 5.89E+01 6.50E+01
156-59-2 cis-1,2-Dichloroethylene 2 1.86 1.55 3.55E+01 -
156-60-5 trans-1,2-Dichloroethylene 2 2.07 1.72 5.25E+01 3.80E+01
78-87-5 1,2-Dichloropropane 2 1.97 1.64 4.37E+01 4.70E+01
542-75-6 1,3-Dichloropropene 2 2.00 1.66 4 57E+01 2.71E+01
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Table 39 (continued)

Calculated Measured

Chemical Log Log Ky Koc Koc
CAS No. Compound Group @ Kow (L/kg) (L/kg) (L/kg)
60-57-1 Dieldrin 2 5.37 4.33 2.14E+04 2.55E+04

84-66-2 Diethylphthalate
105-67-9 2,4-Dimethylphenol
121-14-2 2,4-Dinitrotoluene
606-20-2 2,6-Dinitrotoluene
117-84-0 Di-n-octyl phthalate
115-29-7 Endosulfan

72-20-8 Endrin
100-41-4 Ethylbenzene
206-44-0 Fluoranthene

86-73-7 Fluorene

76-44-8 Heptachlor

1024-57-3 Heptachlor epoxide
118-74-1 Hexachlorobenzene

87-68-3 Hexachloro-1,3-butadiene
319-84-6 a-HCH (a-BHC)

319-85-7 b-HCH (b-BHC)

58-89-9 ¢-HCH (Lindane)

77-47-4 Hexachlorocyclopentadiene

67-72-1 Hexachloroethane
193-39-5 Indeno(1,2,3-cd)pyrene

78-59-1 Isophorone

72-43-5 Methoxychlor

74-83-9 Methyl bromide

75-09-2 Methylene chloride

95-48-7 2-Methylphenol

91-20-3 Naphthalene

98-95-3 Nitrobenzene

86-30-6 N-Nitrosodiphenylamine
621-64-7 N-Nitrosodi-n-propylamine

1336-36-3 PCBs
108-95-2 Phenol
129-00-0 Pyrene
100-42-5 Styrene

79-34-5 1,1,2,2-Tetrachloroethane
127-18-4 Tetrachloroethylene
108-88-3 Toluene

8001-35-2 Toxaphene
120-82-1 1,2,4-Trichlorobenzene

2.50 2.46 2.88E+02 8.22E+01
2.36 2.32 2.09E+02 ---
2.01 1.98 9.55E+01 ---
1.87 1.84 6.92E+01 ---
8.06 7.92 8.32E+07 ---
4.10 3.33 2.14E+03 2.04E+03
5.06 4.09 1.23E+04 1.08E+04
3.14 2.56 3.63E+02 2.04E+02
5.12 5.03 1.07E+05 4.91E+04
4.21 4.14 1.38E+04 7.71E+03
6.26 6.15 1.41E+06 9.53E+03
5.00 4.92 8.32E+04 ---
5.89 4.74 5.50E+04 8.00E+04
4.81 4.73 5.37E+04 ---
3.80 3.09 1.23E+03 1.76E+03
3.81 3.10 1.26E+03 2.14E+03
3.73 3.03 1.07E+03 1.35E+03
5.39 5.30 2.00E+05 ---
4.00 3.25 1.78E+03 ---
6.65 6.54 3.47E+06 ---
1.70 1.67 4.68E+01 ---
5.08 4.99 9.77E+04 8.00E+04
1.19 1.02 1.05E+01 9.00E+00
1.25 1.07 1.17E+01 1.00E+01
1.99 1.96 9.12E+01 ---
3.36 3.30 2.00E+03 1.19E+03
1.84 1.81 6.46E+01 1.19E+02
3.16 3.11 1.29E+03 ---
1.40 1.38 2.40E+01 ---
5.58 5.49 3.09E+05 ---
1.48 1.46 2.88E+01 ---
5.11 5.02 1.05E+05 6.80E+04
2.94 2.89 7.76E+02 9.12E+02
2.39 1.97 9.33E+01 7.90E+01
2.67 2.19 1.55E+02 2.65E+02
2.75 2.26 1.82E+02 1.40E+02
5.50 5.41 2.57E+05 9.58E+04
4.01 3.25 1.78E+03 1.66E+03

NEFPFNNNRPRPRRPRRPRPRPRRPRPRPRNNRPRPREPNRNNNENRREPREPRLNNNRRERRPRE
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Table 39 (continued)

Calculated Measured

Chemical Log Log K. Koc Koc
CAS No. Compound Group @ Kow (L/kg) (L/kg) (L/kg)
71-55-6 1,1,1-Trichloroethane 2 2.48 2.04 1.10E+02 1.35E+02
79-00-5 1,1,2-Trichloroethane 2 2.05 1.70 5.01E+01 7.50E+01
79-01-6 Trichloroethylene 2 2.71 2.22 1.66E+02 9.43E+01
108-05-4 Vinyl acetate 1 0.73 0.72 5.25E+00
75-01-4 Vinyl chloride 2 1.50 1.27 1.86E+01 -
108-38-3 m-Xylene 2 3.20 2.61 4.07E+02 1.96E+02
95-47-6 o0-Xylene 2 3.13 2.56 3.63E+02 2.41E+02
106-42-3 p-Xylene 2 3.17 2.59 3.89E+02 3.11E+02

a Group 1: log Ko = 0.983 log K, + 0.00028.
Group 2: (VOCs, chlorobenzenes, and certain chlorinated pesticides) log K,¢ = 0.7919 log K, + 0.0784.
Note: Calculated values rounded as shown for subsequent SSL calculations.

5.3.2 Ky for lonizing Organic Compounds. Sorption models used to describe the

behavior of nonionizing hydrophobic organic compounds in the natural environment are not
appropriate for predicting the partitioning of ionizable organic compounds. Certain organic
compounds such as amines, carboxylic acids, and phenols contain functional groups that ionize under
subsurface pH conditions (Schellenberg et al., 1984). Because the ionized and the neutral species of
such compounds have different sorption coefficients, sorption models based solely on the
partitioning of the neutral species may not accurately predict soil sorption under different pH
conditions.

To address this problem, a technique was employed to predict K,. values for the 15 ionizing SSL
organic compounds over the pH range of the subsurface environment. These compounds include:

Organic Acids Organic Bases
* Benzoic acid ¢ Phenol e p-Chloroaniline
» 2-Chlorophenol * 2,3,4,5-Tetrachlorophenol * N-Nitrosodiphenylamine
* 2,4-Dichlorophenol * 2,3,4,6-Tetrachlorophenol * N-Nitrosodi-n-propylamine

e 2,4-Dimethylphenol
* 2,4-Dinitrophenol
e 2-Methylphenol

¢ Pentachlorophenol

2,4,5-Trichlorophenol
2,4,6-Trichlorophenol

Estimation of K,. values for these chemicals involves two analyses. First, the extent to which the

compound ionizes under subsurface conditions must be determined to estimate the relative proportion
of neutral and ionized species under the conditions of concern. Second, the K, values for the neutral

and ionized forms (K., and K, ;) must be determined and weighted according to the extent of
ionization at a particular pH to estimate a pH-specific K,. value. For organic acids, the ionized

species is an anion (A-) with a lower tendency to sorb to subsurface materials than the neutral species.
Therefore, K, ; for organic acids is likely to be less than K. ,. In the case of organic bases, the

ionized species is positively charged (HB*) so that K, ; is likely to be greater than K .
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It should be noted that this approach is based on the assumption that the sorption of ionizing organic
compounds to soil is similar to hydrophobic organic sorption in that the dominant sorbent is soil
organic carbon. Shimizu et al. (1993) demonstrated that, for several "natural solids,"
pentachlorophenol sorption correlates more strongly with cation exchange capacity and clay
content than with organic carbon content. This suggests that this organic acid interacts more
strongly with soil mineral constituents than organic carbon. The estimates of K,. developed here
may overpredict contaminant mobility because they ignore potential sorption to soil components
other than organic carbon.

Extent of lonization. The sorption potential of ionized and neutral species differs because most

subsurface solids (i.e., soil and aquifer materials) have a negative net surface charge. Therefore,
positively charged chemicals have a greater tendency to sorb than neutral forms, and neutral species
sorb more readily than negatively charged forms. Thus, predictions for the total sorption of any
ionizable organic compound must consider the extent to which it ionizes over the range of subsurface
pH conditions of interest. Consistent with the EPA/Office of Solid Waste (EPA/OSW) Hazardous
Waste Identification Rule (HWIR) proposal (U.S. EPA, 1992a), the 7.5th, 50th, and 92.5th
percentiles (i.e., pH values of 4.9, 6.8, and 8.0) for 24,921 field-measured ground water pH values in
the U.S. EPA STORET database are defined as the pH conditions of interest for SSL development.

The extent of ionization can be viewed as the fraction of neutral species present that, for organic
acids, can be determined from the following pH-dependent relationship (Lee et al., 1990):

HA - pKa \-
Fnacid: [ ] :<1+IOPHPK>1
’ [HA] + [A7] (72)
where
Fnacia = fraction of neutral species present for organic acids (unitless)
[HA] = -equilibrium concentration of organic acid (mol/L)
[A-] = -equilibrium concentration of anion (mol/L)
pKa = acid dissociation constant (unitless).

Using Equation 68, one can show that, in ground water systems with pH values exceeding the pKa by
1.5 pH units, the ionizing species predominates, and, in ground water systems with pH values that are
1.5 pH units less than the pKa, the neutral species predominates. At pH values approximately equal
to the pKa, a mixed system of both neutral and ionizing components occurs.

The fraction of neutral species for organic bases is defined by:

_ [BU] _ (1 + 10 pKa—pH)‘l

F ; =
Y [B']+ [HB'] (73)
where
Fobase = fraction of neutral species present for organic bases (unitless)
[B°] = equilibrium concentration of neutral organic base (mol/L)
[HB*] = equilibrium concentration of ionized species (mol/L).

As with organic acids, pH conditions determine the relative concentrations of neutral and ionized
species in the system. However, unlike organic acids, the neutral species predominates at pH values
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that exceed the pKa, and the ionized species predominates at pH values less than the pKa. For the
SSL organic bases, N-nitrosodi-n-propylamine and N-nitrosodiphenylamine have very low pKa values
and the neutral species are expected to prevail under environmental pH conditions. The pKa for
p-chloroaniline, however, is 4.0 and, at low subsurface pH conditions (i.e., pH = 4.9), roughly 10
percent of the compound will be present as the less mobile ionized species.

Table 40 presents pKa values and fraction neutral species present over the ground water pH range for
the SSL ionizing organic compounds. This table shows that ionized species are significant for only
some of the constituents under normal subsurface pH conditions. The pKa values for phenol, 2-
methylphenol, and 2,4-dimethylphenol are 9.8 or greater. Hence, the neutral species of these
compounds predominates under typical subsurface conditions (i.e., pH = 4.9 to 8), and these
compounds will be treated as nonionizing organic compounds (see Section 5.3.1). The pKa value for
2,4-dinitrophenol is less than 4 and the ionized species of this compound predominates under
subsurface  conditions. = However, the pKas for  2-chlorophenol, 2,4-dichlorophenol,
2,4,5-trichlorophenol,  2,4,6-trichlorophenol,  2,3,4,5-tetrachlorophenol,  2,3,4,6-tetrachlorophenol,
pentachlorophenol, and benzoic acid fall within the range of environmentally significant pH
conditions. Mixed systems consisting of both the neutral and the ionized species will prevail under
such conditions with both species contributing to total sorption.

Table 40. Degree of lonization (Fraction of Neutral Species, ®) as a
Function of pH

Compound pKaa pH =4.9 pH = 6.8 pH = 8.0
Benzoic acid 4.18 0.1600 0.0024 0.0002
p-Chloroanilineb 4.0 0.8882 0.9984 0.9999
2-Chlorophenol 8.40 0.9997 0.9755 0.7153
2,4-Dichlorophenol 7.90 0.9990 0.9264 0.4427
2,4-Dimethylphenol 10.10 1.0000 0.9995 0.9921
2,4-Dinitrophenol 3.30 0.0245 0.0003 0.00002
2-Methylphenol 9.80 1.0000 0.9990 0.9844
N-Nitrosodiphenylamineb <0 1.0000 1.0000 1.0000
N-Nitrosodi-n-propylamineb <1 0.9999 1.0000 1.0000
Pentachlorophenol 4.80 0.4427 0.0099 0.0006
Phenol 10.0 1.0000 0.9994 0.9901
2,3,4,5-Tetrachlorophenol 6.35¢ 0.9657 0.2619 0.0219
2,3,4,6-Tetrachlorophenol 5.30 0.7153 0.0307 0.0020
2,4,5-Trichlorophenol 7.10 0.9937 0.6661 0.1118
2,4,6-Trichlorophenol 6.40 0.9693 0.2847 0.0245

aKollig et al. (1993).
b Denotes that the compound is an organic base.

ClLeeetal. (1991).
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Prediction of Soil-Water Partition Coefficients. Lee et al. (1990) developed a

relationship from thermodynamic equilibrium considerations to predict the total sorption of an
ionizable organic compound from the partitioning of its ionized and neutral forms:

I<oc = Koc,nFn + I<oc,i (1 - Fn) (74)
where
Ko = soil organic carbon/water partition coefficient (L/kg)
Koen = partition coefficient for the neutral species (L/kg)
Fu = fraction of neutral species present for acids or bases
Koi = partition coefficient for the ionized species (L/kg).

This relationship defines the total sorption coefficient for any ionizing compound as the sum of the
weighted individual sorption coefficients for the ionized and neutral species at a given pH. Lee et al.
(1990) verified that this relationship adequately predicts laboratory-measured K,. values for

pentachlorophenol.

A literature review was conducted to compile the pKa and the laboratory-measured values of K,
and K,.; shown in Table 41. Data collected during this review are presented in RTI (1994), along

with the references reviewed. Sorption coefficients for both neutral and ionized species were reported
for only four of the nine ionizable organic compounds of interest. Sorption coefficients reported for
the remaining compounds were generally K, ,, and estimates of K ,.; were necessary to predict the

compound's total sorption. The methods for estimating K,; for organic acids and organic bases are
discussed separately in the following subsections.

Organic Acids. Sorption coefficients for both the neutral and ionized species have been reported
for two chlorophenolic compounds: 2,4,6-trichlorophenol and pentachlorophenol. For 2.,4,5-
trichlorophenol and 2,3,4,5-tetrachlorophenol, soil-water partitioning coefficient (K,) data in the
literature were adequate to allow calculation of K, ; from K, and soil f,. (Lee et al., 1991). From
these measured values, the ratios of K, to Ky, are: 0.1 (2,4,6-trichlorophenol), 0.02
(pentachlorophenol), 0.015 (2.4,5-trichlorophenol), and 0.051 (2,3.4,5-tetrachlorophenol). A ratio
of 0.015 (1.5 percent) was selected as a conservative value to estimate K, ; for the remaining
phenolic compounds, benzoic acid, and vinyl acetate.

Organic Bases. No measured sorption coefficients for either the neutral or the ionized species
were found for the three organic bases of interest (N-nitrosodi-n-propylamine,
N-nitrosodiphenylamine, and p-chloroaniline). Generally, the sorption of ionizable organic bases has
not been as well investigated as that of the organic acids, and there has been no relationship
developed between the sorption coefficients of the neutral and ionized species. EPA is currently
initiating research on models for predicting the sorption of organic bases in the subsurface.

As noted earlier, the neutral species of the organic base predominates at pH values exceeding the
pKa. For N-nitrosodi-n-propylamine (pKa < 1) and N-nitrosodiphenylamine (pKa < 0), the neutral
species is present under environmentally significant conditions. The neutral species constitutes
approximately 90 percent of the system for p-chloroaniline (Table 40).
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Table 41. Soil Organic Carbon/Water Partition Coefficients and pKa
Values for lonizing Organic Compounds

Compound Kocn (L7kG) Koc,i (L/kg) pKaa
Benzoic acid 32P 0.5°¢ 4.18
2-Chlorophenol 398 6.0° 8.40
2,4-Dichlorophenol 1594 2.4° 7.90
2,4-Dinitrophenol 0.82 0.01°¢ 3.30
Pentachlorophenol 19,953° 398° 4.80
2,3,4,5-Tetrachlorophenol 17,916 679 6.35"
2,3,4,6-Tetrachlorophenol 6,190' 93¢ 5.30
2,4,5-Trichlorophenol 2.380' 36/ 7.10
2,4,6-Trichlorophenol 1,070’ 107X 6.40

a Kollig et al. (1993).
b Meylan et al. (1992).
¢ Estimate based on the ratio of K¢ j/Kc n for compounds for which data exist; K, ; was estimated to be 0.015 x

Koc,n-
d Calculated using data (Kp = 0.62, foc = 0.0039) contained in Lee et al. (1991); agrees well with Boyd (1982)
reporting measured K,. = 126 L/kg.
Lee et al. (1990).

Average of values reported for two aquifer materials from Schellenberg et al. (1984).
Calculated using data (K, = 0.26, f,c = 0.0039) contained in Lee et al. (1991).

Lee et al. (1991).
Schellenberg et al. (1984).
Calculated using data (K, = 0.14, f,c = 0.0039) contained in Lee et al. (1991).

k Kukowski (1989).

- - T QQ "o

The neutral species has a lower tendency to sorb to subsurface materials than the positively charged
ionized species. As a consequence, the determination of overall sorption potential based solely on the
neutral species for N-nitrosodi-n-propylamine, N-nitrosodiphenylamine, and p-chloroaniline is
conservative, and these three organic bases will be treated as nonionizing organic compounds (see
Section 5.3.1).

Soil-Water Partition Coefficients for lonizing Organic Compounds. Partition
coefficients for the neutral and ionized species (K., and K, respectively) and pKa values for nine

ionizable organic compounds are provided in Table 41. These parameters can be used in Equation 74
to compute K,. values for organic acids at any given pH. K. values for each of the ionizable

compounds of interest are presented in Table 42 for pHs of 4.9, 6.8, and 8.0. Appendix L contains
pH-specific K, values for ionizable organics over this entire range.

5.4 Soil-Water Distribution Coefficients (Kg) for Inorganic Constituents

As with organic chemicals, development of SSLs for inorganic chemicals (i.e., toxic metals) requires a
soil-water partition coefficient (K4q) for each constituent. However, the simple relationship between

soil organic carbon content and sorption observed for organic chemicals does not apply to inorganic
constituents. The soil-water distribution coefficient (K4) for metals and other inorganic compounds is

affected by numerous geochemical parameters and processes, including pH; sorption to clays, organic
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matter, iron oxides, and other soil constituents; oxidation/reduction conditions; major ion chemistry;
and the chemical form of the metal. The number of significant influencing parameters, their
variability in the field, and differences in experimental methods result in as much as seven orders of
magnitude variability in measured metal Ky values reported in the literature (Table 43). This

variability makes it much more difficult to derive generic K4 values for metals than for organics.

Table 42. Predicted Soil Organic Carbon/Water Partition Coefficients
(Kgc,L/kg) as a Function of pH: lonizing Organics

Compound pH = 4.9 pH = 6.8 pH = 8.0
Benzoic acid 5.5 0.6 0.5
2-Chlorophenol 398 388 286
2,4-Dichlorophenol 159 147 72
2,4-Dinitrophenol 0.03 0.01 0.01
Pentachlorophenol 9,055 592 410
2,3,4,5-Tetrachlorophenol 17,304 4,742 458
2,3,4,6-Tetrachlorophenol 4,454 280 105
2,4,5-Trichlorophenol 2,365 1,597 298
2,4,6-Trichlorophenol 1,040 381 131

Because of their great variability and a limited number of data points, no meaningful estimate of
central tendency K,y values for metals could be derived from available measured values. For this
reason, an equilibrium geochemical speciation model (MINTEQ) was selected as the best approach
for estimating K4 values for the variety of environmental conditions expected to be present at
Superfund sites.

This approach and model were also used by OSW to estimate generic K4 values for metals proposed
for use in the HWIR proposal (U.S. EPA, 1992a). The HWIR MINTEQA?2 analyses were conducted
under a variety of geochemical conditions and metal concentrations representative of solid waste
landfills across the Nation. The metal K4 values developed for this effort were reviewed for SSL
application and were used as preliminary values to develop the September 1993 draft SSLs.

Upon further review of the HWIR MINTEQ modeling effort, EPA decided it was necessary to
conduct a separate MINTEQ modeling effort to develop metal Ky values for SSL application.
Reasons for this decision include the following:

. It was necessary to expand the modeling effort to include other metal contaminants
likely to be encountered at Superfund sites (i.e., beryllium, copper, and zinc).

. HWIR work incorporated low, medium, and high concentrations of dissolved organic
acids that are present in municipal solid waste (MSW) leachate. These organic acids
are not expected to exist in high concentrations in pore waters underlying Superfund
sites; therefore, their inclusion in the Superfund contaminated soil scenario is not
warranted.

. The HWIR modeling simulations for chromium (+3) were found to be in error. This

error has been corrected in subsequent HWIR modeling work but corrected results
were not available at the time of preliminary SSL development.
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Table 43.

Summary of Collected Ky Values Reported in Literature

AECL Baes and Sharp (1983) or Coughtrey et| Battelle
(1990)a Baes et al. (1984)b al. (1985)¢ (1989)d
Geometric
Metal Range Meane Range No. Values Range Range

Antimony 45-550 45f -- - -- 2.0-15.9
Arsenice -- 200f -- -- -- 5.86-19.4
Arsenic (+3) - 3.39 1.0-8.3 19 - --
Arsenic (+5) - 6.79 1.9-18 37 - --
Barium -- 60f -- - -- 530-16,000
Beryllium 250-3,000 650f -- - -- 70-8,000
Cadmium 2.7-17,000 6.40 1.26-26.8 28 32-50 14.9-567
Chromium 1.7-2,517 850f -- -- -- --
Chromium (+2) -- 2,2009 470-150,000 15 -- -
Chromium (+3) - - - -- - 168-3,600
Chromium (+6) - 379 1.2-1,800 18 -- 16.8-360
Mercurye -- 10f -- - -- 322-5,280
Nickel 60-4,700 150f -- - ~20 12.2-650
Selenium 150-1,800 300f -- - <9 5.9-14.9
Silver 2.7-33,000 46h 10-1,000 16 50 0.4-40.0
Thallium -- 1,500f -- - -- 0.0-0.8
Vanadium - 1,000f - -- - 50-100.0
Zinc 0.1-100,000 38h 0.1-8,000 146 320 --

a The Atomic Energy of Canada, Limited (AECL, 1990) presents the distribution of K4 values according to four major

oQ -

soil types—sand, silt, clay, and organic material. Their data were obtained from available literature.
Baes et al. (1984) present K4 values for approximately 220 agricultural soils in the pH range of 4.5 to 9. Their data

were derived from available literature and represent a diverse mixture of soils, extracting solutions, and laboratory
techniques.
Coughtrey et al. (1985) report best estimates and ranges of measured soil K4 values for a limited number of metals.

Battelle Memorial Institute (Battelle, 1989) reports a range in K4 values as a function of pH (5 to 9) and sorbent

content (a combination of clay, aluminum and iron oxyhydroxides, and organic matter content). The sorbent
content ranges were <10 percent, 10 to 30 percent, and >30 percent sorbent. Their data were based on available
literature.

The valence of these metals is not reported in the documents.

Estimated based on the correlation between Ky and soil-to-plant concentration factor (B,).

Average value reported by Baes and Sharp (1983).
Represents the median of the logarithms of the observed values.

For these reasons, a MINTEQ modeling effort was expanded to develop a series of metal-specific
isotherms for several of the metals expected to be present in soils underlying Superfund sites. The
model used was an updated version of MINTEQA2 obtained from Allison Geoscience Consultants,
Inc. Model results are reported in the December 1994 draft Technical Background Document (U.S.
EPA, 19941) and were used to calculate the SSLs presented in the December 1994 draft Soil Screening
Guidance (U.S. EPA, 1994h).
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The MINTEQA2 model was further updated by Allison Geoscience Consultants, Inc., in 1995 to
include thermodynamic data for silver, an improved estimate of water saturation in the vadose zone
(i.e., water saturation is assumed to be 77.7 percent saturated as opposed to 100 percent), and revised
estimates of sorbent mass (i.e., organic matter content, iron oxide content).

This updated model, which is expected to be made public through EPA’s Environmental Research
Laboratory in Athens, Georgia, was used to revise the generic K4 values for the EPA/OSW HWIR

modeling effort. The metal Ky values for SSL application were also revised. Model results are

contained in this document. The following section describes the important assumptions and
limitations of this modeling effort.

5.4.1 Modeling Scope and Approach. New MINTEQA2 modeling runs were

conducted to develop sorption isotherms for barium, beryllium, cadmium, chromium (+3), copper,
mercury (+2), nickel, silver, and zinc. The general approach and input values used for pH, iron oxide
(FeOx) concentration, and background chemistry were unchanged from the HWIR modeling effort.

The HWIR MINTEQA2 analyses were conducted under a variety of geochemical conditions and
metal concentrations. Three types of parameters were identified as part of the chemical speciation
modeling effort: (1) parameters that have a direct first-order impact on metal speciation and are
characterized by a wide range in environmental variability; (2) parameters that have an indirect,
generally less pronounced effect on metal speciation and are characterized by a relatively small or
insignificant environmental variability; and (3) parameters that may have a direct first-order impact
on metal speciation but neither the natural variability nor its significance is known.

In the HWIR modeling effort, parameters of the first type ("master variables") were limited to those
having a significant effect on model results, including pH, concentration of available amorphous iron
oxide adsorption sites (i.e., FeOx content), concentration of solid organic matter adsorption sites
(with a dependent concentration of dissolved natural organic matter), and concentration of leachate
organic acids expected to be present in MSW leachate. High, medium, and low values were assigned to
each of the master variables to account for their natural environmental variability. The SSL
modeling effort used this same approach and inputs except that anthropogenic organic acids were not
included in the model simulations. Furthermore, the SSL modeling effort incorporated a medium
fraction of organic carbon (f,.) that correlated to the HWIR high concentration.

Parameters of the second type constitute the background pore-water chemistry, which consists of
chemical constituents commonly occurring in ground water at concentrations great enough to affect
metal speciation. These constituents were treated as constants in both the SSL and HWIR effort. The
third type of parameter was entirely omitted from consideration in both modeling efforts due to
poorly understood geochemistry and the lack of reliable thermodynamic data. The most important
of these parameters is the oxidation-reduction (redox) potential. To compensate, both modeling
efforts incorporated an approach that was most protective of the environment with respect to the
impact of redox potential on the partitioning of redox-sensitive metals (i.e., each metal was modeled
in the oxidation state that most enhances metal mobility).

For the HWIR modeling effort, metal concentrations were varied from the maximum contaminant
level (MCL) to 1,000 times the MCL for each individual metal. This same approach was taken for
SSL modeling, although for certain metals the concentration range was extended to determine the
metal concentration at which the sorption isotherm departed from linearity.

Sorption isotherms for arsenic (+3), chromium (+6), selenium, and thallium are unchanged from the
previous efforts and are based on laboratory-derived pH-dependent sorption relationships developed
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for HWIR. Using these relationships, the Ky distribution as a function of pH is presented for each of
these four metals in Figure 10.

Sorption isotherms for antimony and vanadium could not be estimated using MINTEQA2 because the
thermodynamic databases do not contain the required reactions and associated equilibrium constants.
Sufficient experimental research has not been conducted to develop pH-dependent relationships for
these two metals. As a consequence, K4 values for antimony and vanadium were obtained from Baes

et al. (1984) (Table 43). These K4 values are not pH-dependent.

5.4.2 Input Parameters. Table 44 lists high, medium, and low values for pH and iron oxide

used for both the HWIR and SSL MINTEQ modeling efforts. Sources for these values are as follows
(U.S. EPA, 1992a):

. Values for pH were obtained from analysis of 24,921 field-measured pH values
contained in the EPA STORET database. The pH values of 4.9, 6.8, and 8.0
correspond to the 7.5th, 50th, and 92.5th percentiles of the distribution.

. Iron oxide contents were based on analysis of six aquifer samples collected over a
wide geographic area, including Florida, New Jersey, Oregon, Texas, Utah, and
Wisconsin. The lowest of the six analyses was taken to be the low value, the average
of the six was used as the medium value, and the highest was taken as the high value.

The development of the values presented in Table 44 is described in more detail in U.S. EPA
(1992a).

Thirteen chemical constituents commonly occurring in ground water were used to define the
background pore-water chemistry for HWIR and SSL modeling efforts (Table 45). Because these
constituents were treated as constants, a single total ion concentration, corresponding to the median
total metal concentration from a probability distribution obtained from the STORET database, was
assigned to each of the background pore-water constituents (U.S. EPA, 1992a).

Although the HWIR and the SSL MINTEQ modeling efforts were consistent in the majority of the
assumptions and input parameters used, the fraction of organic carbon (f,.) used for the SSL modeling

effort was slightly different than that used for the HWIR modeling effort. The f,. used for the SSL

effort was equal to 0.002 g/g, which better reflected average subsurface conditions at Superfund sites.
This value is approximately equal to the high value of organic carbon used in the HWIR modeling
effort.

Table 44. Summary of Geochemical Parameters Used in SSL MINTEQ
Modeling Effort

Value pH Iron oxide content (weight percent)
Low 4.9 0.01

Medium 6.8 0.31
High 8.0 1.11

Source: U.S. EPA (1992a)
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Table 45. Background Pore-Water Chemistry Assumed for SSL MINTEQ

Modeling Efforta

Parameter Concentration (mg/L)
Aluminum 0.2
Bromine 0.3
Calcium 48
Carbonate 187
Chlorine 15
Iron (+3) 0.2

Magnesium 14

Manganese (+2) 0.04
Nitrate 1

Phosphate 0.09
Potassium 2.9b
Sodium 22

Sulfate 25

a Median values from STORET database as reported in U.S. EPA (1992a).
b Median values from STORET database; personal communication from J.
Allison, Allison Geosciences.

5.4.3. Assumptions and Limitations. The SSL MINTEQ modeling effort incorporates

several basic simplifying assumptions. In addition, the applicability and accuracy of the model results
are subject to limitations. Some of the more significant assumptions and limitations are described

below.

The system is assumed to be at equilibrium. This assumption is inherent in
geochemical aqueous speciation models because the fundamental equations of mass
action and mass balance are equilibrium based. Therefore, any possible influence of
adsorption (or desorption) rate limits is not considered.

This assumption is conservative. Because the model is being used to simulate metal
desorption from the solid substrate, if equilibrium conditions are not met, the
desorption reaction will be incomplete and the metal concentration in pore water will
be less than predicted by the model.

Redox potential is not considered. The redox potential of the system is not
considered due to the difficulty in obtaining reliable field measurements of oxidation
reduction potential (Eh), which are needed to determine a realistic frequency
distribution of this parameter. Furthermore, the geochemistry of redox-sensitive
species is poorly understood. Reactions involving redox species are often biologically
mediated and the concentrations of redox species are not as likely to reflect
thermodynamic equilibrium as other inorganic constituents.

To provide a conservative estimate of metal mobility, all environmentally viable

oxidation states are modeled separately for the redox-sensitive metals; the most
conservative was selected for defining SSL metal K4 values. The redox-sensitive
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constituents that make up the background chemistry are represented only by the
oxidation state that most enhances metal mobility (U.S. EPA, 1992a).

. Potential sorbent surfaces are limited. Only metal adsorption to FeOx and solid
organic matter is considered in the system. It is recognized that numerous other
natural sorbents exist (e.g., clay and carbonate minerals); however, thermodynamic
databases describing metal adsorption to these surfaces are not available and the
potential for adsorption to such surfaces is not considered. This assumption is
conservative and will underpredict sorption for soils with significant amounts of such
sorption sites.

. The available thermodynamic database is limiting. As metal behavior increases
in complexity, thermodynamic data become more rare. The lack of complete
thermodynamic data requires simplification to the defined system. This simplification
may be conservative or nonconservative in terms of metal mobility.

. Metal competition is not considered. Model simulations were performed for
systems comprised of only one metal (i.e., the potential for competition between
multiple metals for available sorbent surface sites was not considered). Generally, the
competition of multiple metals for available sorption sites results in higher dissolved
metal concentrations than would exist in the absence of competition. Consequently,
this assumption is nonconservative but is significant only at metal concentrations
much higher than the SSLs.

Other assumptions and limitations associated with this modeling effort are discussed in RTI (1994).

5.4.4 Results and Discussion. MINTEQ model results indicate that metal mobility is

most affected by changes in pH. Based on this observation and because iron oxide content is not
routinely measured in site characterization efforts, pH-dependent Kys for metals were developed for

SSL application by fixing iron oxide at its medium value and fraction organic carbon at 0.002. For
arsenic (+3), chromium (+6), selenium, and thallium, the empirical pH-dependent Kys were used.

Table 46 shows the SSL K4 values at high, medium, and low subsurface pH conditions. Figure 11 plots
MINTEQ-derived metal Ky values over this pH range. Figure 10 shows the same for the empirically
derived metal K4s. These results are discussed below by metal and compared with measured values. See

RTI (1994) for more information. pH-dependent values are not available for antimony, cyanide, and
vanadium. The estimated Ky values shown in Table 46 for antimony and vanadium are reported by

Baes et al. (1984) and the K, value for cyanide is obtained from SCDM.

Arsenic. Ky values developed using the empirical equation for arsenic (+3) range from 25 to 31

L/kg for pH values of 4.9 to 8.0, respectively. These values correlate fairly well with the range of
measured values reported by Battelle (1989)—5.86 to 19.4 L/kg. They are slightly above the range
reported by Baes and Sharp (1983) for arsenic (+3) (1.0-8.3). The estimated Ky values for arsenic

(+3) do not correlate well with the value of 200 L/kg presented by Baes et al. (1984). Oxidation state
is not specified in Baes et al. (1984), and the difference between the empirical-derived Ky values

presented here and the value presented by Baes et al. (1984) may reflect differences in oxidation
states (arsenic (+3) is the most mobile species).
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Figure 11. Metal Kd as a function of pH.
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Table 46. Estimated Inorganic Kq Values for SSL Application

Estimated Ky (L/kg)

Metal pH =4.9 pH = 6.8 pH = 8.0
Antimonya 4. 5E+01

Arsenic (+3)b 2.5E+01 2.9E+01 3.1E+01
Barium 1.1E+01 4.1E+01 5.2E+01
Beryllium 2.3E+01 7.9E+02 1.0E+05
Cadmium 1.5E+01 7.5E+01 4.3E+03
Chromium (+3) 1.2E+03 1.8E+06 4.3E+06
Chromium (+6)0 3.1E+01 1.9E+01 1.4E+01
Cyanidec 9.9E+00

Mercury (+2) 4.0E-02 5.2E+01 2.0E+02
Nickel 1.6E+01 6.5E+01 1.9E+03
Seleniumb 1.8E+01 5.0E+00 2.2E+00
Silver 1.0E-01 8.3E+00 1.1E+02
Thalliumb 4.4E+01 7.1E+01 9.6E+01
Vanadiuma 1.0E+03

Zinc 1.6E+01 6.2E+01 5.3E+02

a Geometric mean measured value from Baes et al., 1984 (pH-dependent values not available).
b Determined using an empirical pH-dependent relationship (Figure 10).
¢ SCDM = Superfund Chemical Data Matrix (pH-dependent values not available).

Barium. For ground water pH conditions, MINTEQ-estimated Ky values for barium range from 11

to 52 L/kg. This range correlates well with the value of 60 L/kg reported by Baes et al. (1984).
Battelle (1989) reports a range in Ky values from 530 to 16,000 L/kg for a pH range of 5 to 9. The

model-predicted Ky values for barium are several orders of magnitude less than the measured values,

possibly due to the lower sorptive potential of iron oxide, used as the modeled sorbent, relative to
clay, a sorbent present in the experimental systems reported by Battelle (1989).

Beryllium. The Ky values estimated for beryllium range from 23 to 100,000 L/kg for the
conditions studied. AECL (1990) reports medians of observed values for K4 ranging from 250 L/kg

for sand to 3,000 L/kg for organic matter. Baes et al. (1984) report a value of 650 L/kg. Battelle
(1989) reports a range of K4 values from 70 L/kg for sand to 8,000 L/kg for clay. MINTEQ results

for medium ground water pH (i.e., a value of 6.8) yields a K4 value of 790 L/kg. Hence, there is
reasonable agreement between the MINTEQ-predicted K4 values and values reported in the literature.

Cadmium. For the three pH conditions, MINTEQ Ky values for cadmium range from 15 to 4,300

L/kg, with a value of 75 at a pH of 6.8. The range in experimentally determined K, values for

cadmium is as follows: 1.26 to 26.8 L/kg (Baes et al., 1983), 32 to 50 L/kg (Coughtrey et al., 1985),
14.9 to 567 L/kg (Battelle, 1989), and 2.7 to 17,000 L/kg (AECL, 1990). Thus the MINTEQ
estimates are generally within the range of measured values.

Chromium  (+3). MINTEQ-estimated Ky values for chromium (+3) range from 1,200 to
4,300,000 L/kg. Battelle (1989) reports a range of Ky values of 168 to 3,600 L/kg, orders of
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magnitude lower than the MINTEQ values. This difference may reflect the measurements of mixed
systems comprised of both chromium (+3) and (+6). The incorporation of chromium (+6) would tend
to lower the K4 Because the model-predicted values may overpredict sorption, the user should

exercise care in the use of these values. Values for chromium (+6) should be used where speciation is
mixed or uncertain.

Chromium  (+6). Chromium (+6) K4 values estimated using the empirical pH-dependent

adsorption relationship range from 31 to 14 L/kg for pH values of 4.9 to 8.0. Battelle (1989) reports
a range of 16.8 to 360 L/kg for chromium (+6) and Baes and Sharp (1983) report a range of 1.2 to
1,800. The predicted chromium (+6) K, values thus generally agree with the lower end of the range

of measured values and the average measured values (37) reported by Baes and Sharp (1983). These
values represent conservative estimates of mobility the more toxic of the chromium species.

Mercury (+2). MINTEQ-estimated Ky values for mercury (+2) range from 0.04 to 200 L/kg.

These model-predicted estimates are less than the measured range of 322 to 5,280 L/kg reported by
Battelle (1989). This difference may reflect the limited thermodynamic database with respect to
mercury and/or that only the divalent oxidation state is considered in the simulation. Allison (1993)
reviewed the model results in comparison to the measured values reported by Battelle (1989) and
found reasonable agreement between the two sets of data, given the uncertainty associated with
laboratory measurements and model precision.

Nickel. MINTEQ-estimated Ky values for nickel range from 16 to 1,900 L/kg. These values agree

well with measured values of approximately 20 L/kg (mean) and 12.2 to 650 L/kg, reported by
Coughtrey et al. (1985) and Battelle (1989), respectively. These values also agree well with the value
of 150 L/kg reported by Baes et al. (1984). However, the predicted values are at the low end of the
range reported by the AECL (1990)—60 to 4,700 L/kg.

Selenium. Empirically derived K4 values for selenium range from 2.2 to 18 L/kg for pH values of

8.0 to 4.9. The range in experimentally determined Ky values for selenium is as follows: less than 9

L/kg (Coughtrey et al., 1985), 5.9 to 14.9 L/kg (Battelle, 1989), and 150 to 1,800 L/kg (AECL,
1990). Baes et al. (1984) reported a value of 300 L/kg. Although they are significantly below the
values presented by the AECL (1990) and Baes et al. (1984), the MINTEQ-predicted Ky values

correlate well with the values reported by Coughtrey et al. (1985) and Battelle (1989).

Silver. The Ky values estimated for silver range from 0.10 to 110 L/kg for the conditions studied.

The range in experimentally determined K values for silver is as follows: 2.7 to 33,000 L/kg (AECL,

1990), 10 to 1,000 L/kg (Baes et al., 1984), 50 L/kg (Coughtrey et al., 1985), and 0.4 to 40 L/kg
(Battelle, 1989). The model-predicted Ky values agree well with the values reported by Coughtrey et

al. (1985) and Battelle (1989) but are at the lower end of the ranges reported by AECL (1990) and
Baes et al. (1984).

Thallium. Empirically derived K4 values for thallium range from 44 to 96 L/kg for pH values of

4.9 to 8.0. Generally, these values are about an order of magnitude greater than those reported by
Battelle (1989)—0.0 to 0.8 L/kg - but are well below the value predicted by Baes et al. (1984).

Zinc. MINTEQ-estimated Ky values for zinc range from 16 to 530 L/kg. These estimated Ky values
are within the range of measured K4 values reported by the AECL (1990) (0.1 to 100,000 L/kg) and
Baes et al. (1984) (0.1 to 8,000 L/kg). Coughtrey et al. (1985) reported a K4 value for zinc of
greater than or equal to 20 L/kg.
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5.4.5 Analysis of Peer-Review Comments. A peer review was conducted of the
model assumptions and inputs used to estimate Ky values for SSL application. This review identified
several issues of concern, including:

. The charge balance exceeds an acceptable margin of difference (5 percent) in most of
the simulations. A variance in excess of 5 percent may indicate that the model
problem is not correctly chemically poised and therefore the results may not be
chemically meaningful.

. The model should not allow sulfate to adsorb to the iron oxide. Sulfate is a weakly
outer-sphere adsorbing species and, by including the adsorption reaction, sulfate is
removed from the aqueous phase at pH values less than 7 and is prevented from
participating in precipitation reaction at these pH values.

. Modeled Ky values for barium and zinc could not be reproduced for all studied
conditions.

A technical analysis of these concerns indicated that, although these comments were based on true

observations about the model results, these factors do not compromise the validity of the MINTEQ
results in this application. This technical analysis is provided in Appendix M.
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APPENDIX A

Generic SSLs

Table A-1 provides generic SSLs for 110 chemicals. Generic SSLs are derived using default values in the
standardized equations presented in Part 2 of this document. The default values (listed in Table A-2)
are conservative and are likely to be protective for the majority of site conditions across the nation.

However, the generic SSLs are not necessarily protective of all known human exposure pathways,
reasonable land uses, or ecological threats. Thus, before applying generic SSLs at a site, it is extremely
important to compare the conceptual site model (see the User’s Guide) with the assumptions behind
the SSLs to ensure that the site conditions and exposure pathways match those used to develop generic
SSLs (see Parts 1 and 2 and Table A-2). If this comparison indicates that the site is more complex
than the SSL scenario, or that there are significant exposure pathways not accounted for by the SSLs,
then generic SSLs are not sufficient for a full evaluation of the site. A more detailed site-specific
approach will be necessary to evaluate the additional pathways or site conditions.

Generic SSLs are presented separately for major pathways of concern in both surface and subsurface
soils. The first column to the right of the chemical name presents levels based on direct ingestion of
soil and the second column presents levels based on inhalation. As discussed in the User’s Guide, the
fugitive dust pathway may be of concern for certain metals but does not appear to be of concern for
organic compounds. Therefore, SSLs for the fugitive dust pathway are only presented for inorganic
compounds. Except for mercury, no SSLs for the inhalation of volatiles pathway are provided for
inorganic compounds because these chemicals are not volatile.

The user should note that several of the generic SSLs for the inhalation of volatiles pathway are
determined by the soil saturation concentration (Cg,), which is used to address and screen the potential

presence of nonaqueous phase liquids (NAPLs). As explained in Section 2.4.4, for compounds that are
liquid at ambient soil temperature, concentrations above Cg, indicate a potential for free-phase liquid

contamination to be present and the need for additional investigation.

The third column presents generic SSL values for the migration to ground water pathway developed
using a default DAF (dilution-attenuation factor) of 20 to account for natural processes that reduce
contaminant concentrations in the subsurface (see Section 2.5.6). SSLs in Table A-1 are rounded to
two significant figures except for values less than 10, which are rounded to one significant figure. Note
that the 20 DAF values in Table A-1 are not exactly 20 times the 1 DAF values because each SSL is
calculated independently in both the 20 DAF and 1 DAF columns, with the final value presented
according to the aforementioned rounding conventions.

The fourth column contains the generic SSLs for the migration to ground water pathway developed
assuming no dilution or attenuation between the source and the receptor well (i.e., a DAF of 1). These
values can be used at sites where little or no dilution or attenuation of soil leachate concentrations is
expected at a site (e.g., sites with shallow water tables, fractured media, karst topography, or source
size greater than 30 acres).

Generally, if an SSL is not exceeded for a pathway of concern, the user may eliminate the pathway or

areas of the site from further investigation. If more than one exposure pathway is of concern, the
lowest SSL should be used.
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Table A-1. Generic SSLs @

Organics Migration to ground water
Inhalation
Ingestion volatiles 20 DAF 1 DAF
CAS No. Compound (mg/kg) (mg/kQg) (mg/kg) (mg/kg)
83-32-9 Acenaphthene 4,700 b - C 570 b 29 b
67-64-1 Acetone 7,800 b 1.0E+05 d 16 b 0.8 b
309-00-2  Aldrin 0.04 ¢© 3¢ 0.5 ¢ 0.02 ©
120-12-7 Anthracene 23,000 P —C 12,000 P 590 b
56-55-3 Benz(a)anthracene 0.9 € —C 2 € 0.08 ef
71-43-2 Benzene 22 ¢© 0.8 ¢ 0.03 0.002 f
205-99-2 Benzo(b)fluoranthene 0.9 © —C 5e€ 0.2 ef
207-08-9 Benzo(k)fluoranthene 9 e - C 49 € 2 ¢©
65-85-0  Benzoic acid 3.1E+05 b - C 400 b 20 bi
50-32-8 Benzo(a)pyrene 0.09 &f - C 8 0.4
111-44-4  Bis(2-chloroethyl)ether 0.6 © 0.2 ef 0.0004 ©f 2E-05 ef
117-81-7 Bis(2-ethylhexyl)phthalate 46 © 31,000 d 3,600 180
75-27-4  Bromodichloromethane 10 © 3,000 d 0.6 0.03
75-25-2  Bromoform 81 © 53 ¢© 0.8 0.04
71-36-3  Butanol 7,800 b 10,000 d 17 b 09 b
85-68-7  Butyl benzyl phthalate 16,000 P 930 d 930 d 810 b
86-74-8 Carbazole 32 ¢© - C 0.6 © 0.03 ef
75-15-0  Carbon disulfide 7,800 b 720 d 32b 2 b
56-23-5 Carbon tetrachloride 5 e 0.3 ¢ 0.07 0.003 f
57-74-9  Chlordane 05 ¢ 20 © 10 0.5
106-47-8  p-Chloroaniline 310 b - 0.7 b 0.03 bf
108-90-7 Chlorobenzene 1,600 b 130 P 1 0.07
124-48-1 Chlorodibromomethane 8 ¢© 1,300 d 0.4 0.02
67-66-3  Chloroform 100 © 0.3 ¢ 0.6 0.03
95-57-8  2-Chlorophenol 390 b 53,000 d 4 bi 0.2 bfi
218-01-9 Chrysene 88 © - C 160 © 8 ©
72-54-8 DDD 3¢ - C 16 € 0.8 ©
72-55-9 DDE 2 € - C 54 © 3¢
50-29-3 DDT 2 ¢€ --9 32 ¢ 2 ¢€
53-70-3 Dibenz(a,h)anthracene 0.09 ef —C 2 € 0.08 ef
84-74-2  Di-n-butyl phthalate 7,800 b 2,300 d 2,300 d 270 P
95-50-1 1,2-Dichlorobenzene 7,000 b 560 d 17 0.9
106-46-7 1,4-Dichlorobenzene 27 ¢ -9 2 0.1f
91-94-1 3,3-Dichlorobenzidine 1€ - C 0.007 &f  0.0003 ef
75-34-3  1,1-Dichloroethane 7,800 P 1,300 P 23 b 10
107-06-2  1,2-Dichloroethane 7€ 0.4 ¢ 0.02 0.001 f
75-35-4  1,1-Dichloroethylene 1¢€ 0.07 © 0.06 0.003 f
156-59-2  cis-1,2-Dichloroethylene 780 b 1,200 d 0.4 0.02
156-60-5 trans-1,2-Dichloroethylene 1,600 b 3,100 d 0.7 0.03
120-83-2  2,4-Dichlorophenol 230 b —C 1 bi 0.05 Dbifi
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Table A-1 (continued)

Organics Migration to ground water
Inhalation
Ingestion volatiles 20 DAF 1 DAF
CAS No. Compound (mg/kg) (mg/kg) (mg/kg) (mg/kg)
78-87-5  1,2-Dichloropropane ge 15 b 0.03 0.001 f
542-75-6  1,3-Dichloropropene 4 € 0.1¢ 0.004 © 0.0002 ¢©
60-57-1  Dieldrin 0.04 © 1e 0.004 ¢ 0.0002 ef
84-66-2 Diethylphthalate 63,000 P 2,000 d 470 b 23 b
105-67-9  2,4-Dimethylphenol 1,600 P - C gb 0.4 b
51-28-5  2,4-Dinitrophenol 160 P - c 0.3 bifi 0.01 bfi
121-14-2  2,4-Dinitrotoluene 0.9 ¢ - 0.0008 ©f 4E-05 ef
606-20-2  2,6-Dinitrotoluene 0.9 ¢ - C 0.0007 &f 3E-05 ef
117-84-0  Di-n-octyl phthalate 1,600 P 10,000 d 10,000 d 10,000 d
115-29-7 Endosulfan 470 b - 18 b 0.9 P
72-20-8 Endrin 23 b - C 1 0.05
100-41-4 Ethylbenzene 7,800 b 400 d 13 0.7
206-44-0  Fluoranthene 3,100 b --C 4,300 P 210 P
86-73-7 Fluorene 3,100 b - 560 P 28 b
76-44-8  Heptachlor 0.1¢© 4 € 23 1
1024-57-3 Heptachlor epoxide 0.07 © 5 ¢ 0.7 0.03
118-74-1 Hexachlorobenzene 0.4 ¢ 1¢ 2 0.1f
87-68-3 Hexachloro-1,3-butadiene 8 ¢ 8 ¢ 2 0.1f
319-84-6 a-HCH (a-BHC) 0.1¢ 0.8 © 0.0005 &f 3E-05 ef
319-85-7 b-HCH (b-BHC) 0.4 ¢ -9 0.003 © 0.0001 ef
58-89-9 g-HCH (Lindane) 05 ¢ - 0.009 0.0005 f
77-47-4  Hexachlorocyclopentadiene 550 b 10 P 400 20
67-72-1 Hexachloroethane 46 € 55 € 0.5 € 0.02 &f
193-39-5 Indeno(1,2,3-cd)pyrene 0.9 ¢© - C 14 © 0.7 ©
78-59-1  Isophorone 670 © 4,600 d 0.5 ¢ 0.03 ef
7439-97-6  Mercury 23 bl 10 bi 21 0.11
72-43-5  Methoxychlor 390 b —C 160 8
74-83-9  Methyl bromide 110 b 10 b 0.2 b 0.01 bf
75-09-2  Methylene chloride 85 € 13 © 0.02 € 0.001 ef
95-48-7  2-Methylphenol 3,900 b —_ 15 b 0.8 b
91-20-3  Naphthalene 3,100 b 84 b 4 b
98-95-3  Nitrobenzene 39 b 92 b 0.1 bf 0.007 bf
86-30-6  N-Nitrosodiphenylamine 130 © - C 1°¢€ 0.06 ©f
621-64-7  N-Nitrosodi-n-propylamine 0.09 ef - C 5E-05 ef 2E-06 ef
1336-36-3 PCBs 1h --h ---h ---h
87-86-5 Pentachlorophenol 3 el - C 0.03 fi 0.001 fi
108-95-2  Phenol 47,000 b - 100 b 5b
129-00-0 Pyrene 2,300 b - 4,200 b 210 P
100-42-5  Styrene 16,000 b 1,500 d 4 0.2
79-34-5 1,1,2,2-Tetrachloroethane 3¢€ 0.6 © 0.003 &f  0.0002 ef
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Table A-1 (continued)

Organics Migration to ground water
Inhalation
Ingestion volatiles 20 DAF 1 DAF

CAS No. Compound (mg/kg) (mg/kg (mg/kg) (mg/kg)
127-18-4 Tetrachloroethylene 12 © 11 € 0.06 0.003 f
108-88-3 Toluene 16,000 P 650 d 12 0.6

8001-35-2 Toxaphene 0.6 © 89 © 31 2
120-82-1 1,2,4-Trichlorobenzene 780 P 3,200 d 5 03f
71-55-6 1,1,1-Trichloroethane - C 1,200 d 2 0.1
79-00-5 1,1,2-Trichloroethane 11 e 1e 0.02 0.0009 f
79-01-6  Trichloroethylene 58 ¢© 5 ¢ 0.06 0.003 f
95-95-4  2,4,5-Trichlorophenol 7,800 b - C 270 i 14 Di
88-06-2  2,4,6-Trichlorophenol 58 € 200 © 0.2 efi ~ 0.008 efi
108-05-4  Vinyl acetate 78,000 b 1,000 b 170 b g b
75-01-4  Vinyl chloride 0.3 ¢ 0.03 ¢ 0.01 f 0.0007 f
108-38-3 m-Xylene 1.6E+05 P 420 d 210 10
95-47-6  o-Xylene 1.6E+05 P 410 d 190 9
106-42-3  p-Xylene 1.6E+05 P 460 d 200 10
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Table A-1 (continued)

Inorganics Migration to ground water
Inhalation
fugitive
Ingestion particulate 20 DAF 1 DAF
CAS No. Compound (mg/kg) (mg/kg) (mg/kg) (mg/kg)
7440-36-0  Antimony 31 b ¢ 5 0.3
7440-38-2  Arsenic 0.4 ¢ 750 © 29 i 1]
7440-39-3  Barium 5,500 P 6.9E+05 P 1,600 ! g2 |
7440-41-7  Beryllium 0.1¢ 1,300 © 63 ! 3
7440-43-9  Cadmium 78 b 1,800 © g 0.41
7440-47-3  Chromium (total) 390 P 270 © 38| 21
16065-83-1  Chromium (IIl) 78,000 ° ¢ -9 -9
18540-29-9  Chromium (V1) 390 P 270 © 38| 21
57-12-5 Cyanide (amenable) 1,600 ° - 40 2
7439-92-1 Lead 400 K - K -k -k
7440-02-0  Nickel 1,600 P 13,000 © 130 1 71
7782-49-2  Selenium 390 P - C 51 0.3
7440-22-4  Silver 390 P ¢ 34 bi 2 bi
7440-28-0  Thallium - C - C 0.7 0.04 1
7440-62-2  Vanadium 550 P ¢ 6,000 ° 300 P
7440-66-6  Zinc 23,000 P - C 12,000 P 620 P

DAF = Dilution and attenuation factor.

oQ ™0 QO O T o

Screening levels based on human health criteria only.
Calculated values correspond to a noncancer hazard quotient of 1.
No toxicity criteria available for that route of exposure.
Soil saturation concentration (Cgy;)-

Calculated values correspond to a cancer risk level of 1 in 1,000,000.

Level is at or below Contract Laboratory Program required quantitation limit for Regular Analytical Services (RAS).
Chemical-specific properties are such that this pathway is not of concern at any soil contaminant concentration.
A preliminary remediation goal of 1 mg/kg has been set for PCBs based on Guidance on Remedial Actions for Superfund Sites

with PCB Contamination (U.S. EPA, 1990) and on EPA efforts to manage PCB contamination.

SSL for pH of 6.8.

] Ingestion SSL adjusted by a factor of 0.5 to account for dermal exposure.

RCRA Corrective Action Facilities (U.S. EPA, 1994).

I SSL is based on RfD for mercuric chloride (CAS No. 007487-94-7).

M SSL is based on dietary RfD.
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Table A-2. Generic SSLs: Default Parameters and Assumptions

SSL pathway

Migration to
Inhalation ground water

Parameter Default

Source Characteristics

Continuous vegetative cover ® 50 percent
Roughness height ©) 0.5 cm for open terrain; used to derive U; ;
Source area (A) ) o 0.5 acres (2,024 mz); used to derive L for
MTG
Source length (L) ) 45 m (assumes square source)
Source depth o Extends to water table (i.e., no attenuation
in unsaturated zone)
Soil Characteristics
Soil texture @] Q Loam; defines soil characteristics/
parameters
Dry soil bulk density (r ) ® ® 1.5 kg/L
Soil porosity (n) ° o 0.43
Vol. soil water content (q,,,) ° L 0.15 (INH); 0.30 (MTG)
Vol. soil air content (q,) ° L 0.28 (INH); 0.13 (MTG)
Soil organic carbon (f,c) L] L] 0.006 (0.6%, INH); 0.002 (0.2 %, MTG)
Soil pH @) o 6.8; used to determine pH-specific K4
(metals) and K. (ionizable organics)
Mode soil aggregate size O] 0.5 mm; used to derive U; 7
Threshold windspeed @ 7 m (U 7) ® 11.32 m/s
Meteorological Data
Mean annual windspeed (Uy,) L] 4.69 m/s (Minneapolis, MN)
Air dispersion factor (Q/C) ° 90th percentile conterminous U.S.
Volatilization Q/C ° 68.81; Los Angeles, CA; 0.5-acre source
Fugitive particulate Q/C ° 90.80; Minneapolis, MN; 0.5-acre source
Hydrogeologic Characteristics
Hydrogeologic setting o Generic (national); surficial aquifer
Dilution/attenuation factor (DAF) ) 20

® Indicates input parameters directly used in SSL equations.

O Indicates parameters/assumptions used to develop SSL input parameters.
INH = Inhalation pathway.

MTG = Migration to ground water pathway.
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Analysis of Effects of Source Size on Generic SSLs

A large number of commenters on the December 1994 Soil Screening Guidance suggested that most
contaminated soil sources were 0.5 acre or less. Before changing this default assumption from 30 acres
to 0.5 acre, the Office of Emergency and Remedial Response (OERR) conducted an analysis of the
effects of changing the area of a contaminated soil source on generic SSLs calculated for the inhalation
and migration to ground water exposure pathways. This analysis includes:

. An analysis of the sensitivity of SSLs to a change in source area from 30 acres to 0.5
acre
. Mass-limit modeling results showing the depth of contamination for a 30-acre source

that corresponds to a 0.5-acre SSL.

All equations, assumptions, and model input parameters used in this analysis are consistent with those
described in Part 2 of this document unless otherwise indicated. Chemical properties used in the
analysis are described in Part 5 of this document.

In summary, the results of this analysis indicate that:

. The SSLs are not particularly sensitive to varying the source area from 30 acres to 0.5
acre. This reduction in source area lowers SSLs for the inhalation pathway by about a
factor of 2 and lowers SSLs for the migration to ground water pathway by a factor of
2.9 under typical hydrogeologic conditions.

. Half-acre SSLs calculated for 43 volatile and semivolatile contaminants using the
infinite source models correspond to mass-limit SSLs for a 30-acre source uniformly
contaminated to a depth of about 1 to 21 meters (depending on contaminant and
pathway); the average depth is 8 meters for the inhalation pathway (21 contaminants)
and 11 meters for the migration to ground water pathway (43 contaminants).

Sensitivity  Analysis. For the inhalation pathway, source area affects the Q/C value (a measure
of dispersion), which directly affects the final SSL and is not chemical-specific. Higher Q/C values
result in higher SSLs. As shown in Table 3 (Section 2.4.3), the effect of area on the Q/C value is not
sensitive to meteorological conditions, with the ratio of a 0.5-acre Q/C to a 30-acre Q/C ranging from
1.93 to 1.96 over the 29 conditions analyzed. Decreasing the source area from 30 acres to 0.5 acre
will therefore increase inhalation SSLs by about a factor of 2.

For the migration to ground water pathway, source area affects the DAF, which also directly affects
the final SSLs and is not chemical-specific. The sensitivity analysis for the dilution factor is more
complicated than for Q/C because increasing source area (expressed as the length of source parallel to
ground water flow) not only increases infiltration to the aquifer, which decreases the dilution factor,
but also increases the mixing zone depth, which tends to increase the dilution factor. The first effect
generally overrides the second (i.e., longer sources have lower dilution factors) except for very thick
aquifers (see Section 2.5.7).

The sensitivity analysis described in Section 2.5.7 shows that the dilution model is most sensitive to
the aquifer's Darcy velocity (i.e., hydraulic conductivity x hydraulic gradient). For a less conservative
Darcy velocity (90th percentile), decreasing the source area from 30 acres to 0.5 acre increased the
dilution factor by a factor of 3.1 (see Table 9, Section 2.5.7). For the conditions analyzed, decreasing
the source area from 30 acres to 0.5 acre affected dilution factor from no increase to a factor of 4.3
increase. No increase in dilution factor for a 0.5-acre source was observed for the less conservative
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(higher) aquifer thickness (46 m). In this case the decrease in mixing zone depth balances the decrease
in infiltration rate for the smaller source.

Mass-Limit  Analysis. The infinite source assumption is one of the more conservative

assumptions inherent in the SSL models, especially for small sources. This assumption should provide
adequate protection for sources with larger areas than those used to calculate SSLs. To test this
hypothesis the SSL mass-limit models (Section 2.6) were used to calculate, for 43 wvolatile and
semivolatile chemicals, the depth at which a mass-limit SSL for a 30-acre source is equal to a 0.5-acre
infinite-source SSL.

The mass-limit models are simple mass-balance models that calculate SSLs based on the conservative
assumption that the entire mass of contamination in a source either volatilizes (inhalation model) or
leaches (migration to ground water model) over the exposure period of interest. These models were
developed to correct the mass-balance violation in the infinite source models for highly volatile or
soluble contaminants.

Table A-3 presents the results of this analysis. These results demonstrate that 0.5-acre infinite source
SSLs are protective of uniformly contaminated 30-acre source areas of significant depth. For the 21
chemicals analyzed for the inhalation pathway, these source depths range up to 21 meters, with an
average depth of 8 meters and a standard deviation of 5.7. For the migration to ground water pathway,
source depths for 43 contaminants range to 21 meters, with an average of 11 meters and a standard
deviation of 5.4.

References

U.S. EPA (Environmental Protection Agency). 1990. Guidance on Remedial Actions for Superfund
Sites with PCB Contamination. Office of Solid Waste and Emergency Response, Washington,
DC. NTIS PB91-921206CDH.

U.S. EPA (Environmental Protection Agency). 1994. Revised Interim Soil Lead Guidance for

CERCLA Sites and RCRA Corrective Action Facilities. Office of Solid Waste and Emergency
Response, Washington, DC. Directive 9355.4-12.
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Table A-3.Source Depth where 30-acre® Mass-Limit SSLs = 0.5-acre

b

Infinite-Source SSLs®

Source depth (m)

Chemical Inhalation Migration to ground water®
Acetone NA 21
Benzene 8.1 12
Benzoic acid NA 21
Bis(2-chloroethyl)ether 0.7 18
Bromodichloromethane NA 13
Bromoform 0.9 11
Butanol NA 20
Carbon disulfide 19 11
Carbon tetrachloride 11 6
Chlorobenzene 35 6
Chlorodibromomethane NA 13
Chloroform 8.3 14
2-Chlorophenol NA 4
1,2-Dichlorobenzene NA 3
1,4-Dichlorobenzene NA 3
1,1-Dichloroethane 9.1 15
1,2-Dichloroethane 5.6 18
1,1-Dichloroethylene 15 10
cis-1,2-Dichloroethylene NA 15
trans-1,2-Dichloroethylene NA 12
2,4-Dichlorophenol NA 8
1,2-Dichloropropane 6.2 14
1,3-Dichloropropene 12 12
2,4-Dimethylphenol NA 7
2,4-Dinitrophenol NA 21
2,4-Dinitrotoluene NA 11
2,6-Dinitrotoluene NA 12
Ethylbenzene NA 4
Methyl bromide 12 17
Methylene chloride 8.9 18
2-Methylphenol NA 11
Nitrobenzene 0.5 13
1,1,2,2-Tetrachloroethane 1.6 11
Tetrachloroethylene 8.7 7
Toluene NA 7
1,1,1-Trichloroethane NA 9
1,1,2-Trichloroethane 3.4 14
Trichloroethylene 6.8 7
Vinyl acetate 4.6 20
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Table A-3. (continued)

Source depth (m)

Chemical Inhalation Migration to ground water®
Vinyl chloride 21 13
m-Xylene NA 4
0-Xylene NA 4
p-Xylene NA 4

NA = Risk-based SSL not available.

a Q/C = 35.15; DAF = 10.
b Q/C = 68.81; DAF = 20.

¢ Migration to ground water mass-limit analysis based on 70-yr exposure duration and 0.18 m/yr infiltration rate.
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APPENDIX B

Route-to-Route Extrapolation of Inhalation Benchmarks

Introduction

For a number of the contaminants commonly found at Superfund sites, inhalation benchmarks for
toxicity are not available from IRIS or HEAST. As pointed out by commenters to the December
1994 Soil Screening Guidance, ingestion SSLs tend to be higher than inhalation SSLs for most
volatile chemicals with both inhalation and ingestion benchmarks. This suggests that ingestion SSLs
may not be adequately protective for inhalation exposure to chemicals that lack inhalation
benchmarks.

To address this concern, the Office of Emergency and Remedial Response (OERR) evaluated
potential approaches for deriving inhalation benchmarks using route-to-route extrapolation from
oral benchmarks (e.g., inhalation reference concentrations [RfCs] from oral reference doses [RfDs]).
OERR evaluated Agency initiatives concerning route-to-route extrapolation, including: the potential
reactivity of airborne toxicants (e.g., portal-of-entry effects), the pharmacokinetic behavior of
toxicants for different routes of exposure (e.g., absorption by the gut versus absorption by the lung),
and the significance of physicochemical properties in determining dose (e.g., volatility, speciation).
During this process, OERR consulted with staff in the EPA Office of Research and Development
(ORD) to identify appropriate techniques and key technical aspects in performing route-to-route
extrapolation. The following sections describe OERR’s analysis of route-to-route extrapolation and
the conclusions reached regarding the use of extrapolated inhalation benchmarks to support
inhalation SSLs.

B.1 Extrapolation of Inhalation Benchmarks

The first step taken in considering route-to-route extrapolation of inhalation benchmarks was to
compare existing inhalation benchmarks to inhalation benchmarks extrapolated from oral studies.
This comparison was important to determine whether a simple route-to-route extrapolation could
provide a defensible inhalation benchmark for chemicals lacking appropriate inhalation studies.
OERR identified nine chemicals found in IRIS (Integrated Risk Information System) that have
verified RfDs and RfCs for noncancer effects, including three chemicals found in the SSL guidance
(ethylbenzene, styrene, and toluene). Reference concentrations for inhalation exposure were
extrapolated from oral reference doses for adults using the following formula:

70kg (B-1)
20m3/d -

It is important to note that dosimetric adjustments were not made to account for respiratory tract
deposition efficiency and distribution; physical, biological, and chemical factors; and other aspects of
exposure (e.g., discontinuous exposure) that affect uptake and clearance. Consequently, this simple
extrapolation method relies on the implicit assumption that the route of administration is irrelevant
to the dose delivered to a target organ, an assumption not supported by the principles of dosimetry
or pharmacokinetics.

extrapolated RfC (mg/m®) = RfD (mg/kg—d) x
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The limited data on noncarcinogens suggest that more volatile constituents tend to have
extrapolated RfCs closer to the RfCs developed by EPA (i.e., extrapolated RfC within a factor of 3
of the RfC in IRIS). The less volatile chemicals (e.g., dichlorvos) tend to be below the RfCs
developed by EPA workgroups by 1 to 3 orders of magnitude. Although this data set is insufficient to
discern trends in extrapolated versus IRIS RfCs, two points are reasonably clear: (1) for some volatile
chemicals, route-to-route extrapolation results in inhalation benchmarks reasonably close to the RfC,
and (2) as volatility decreases and/or chemical speciation becomes important (e.g., hydrogen sulfide)
with respect to environmental chemistry and toxicology, the uncertainty in extrapolated inhalation
benchmarks is likely to increase.

For carcinogens, OERR identified 41 chemicals in IRIS for which oral cancer slope factors (CSF;,1)
and inhalation unit risk factors (URFs) are available, including 23 chemicals covered under the SSL
guidance. Unit risk factors for inhalation exposure were extrapolated from oral carcinogenic slope
factors for adults using the following formula:

CSF,, (mg/kg—d) " (B-2)
ord (7ngg 9-9 x 20m°/d x 107 mg/ug .

URF (ug/m®) ™" =

Using the extrapolated URF, risk-specific air concentrations were calculated as a lifetime average
exposure concentration as shown in equation B-3:

target risk 10°° (B-3)
URF (ug/m®)

extrapolated air concentration pg/m® =

Not surprisingly, the risk-based (i.e., 10-6) air concentrations in IRIS are the same as the air
concentrations extrapolated from the CSF., for 30 of the 41 carcinogenic chemicals evaluated (at
one significant figure). Historically, oral and inhalation slope factors have been based on oral studies
for chemicals for which pharmacokinetic or portal-of-entry effects were considered insignificant. As
a result, route of exposure extrapolations were often included in the development of the carcinogenic
slope factors. However, the divergence of extrapolated air concentrations with risk-based (i.e., 10-6)
air concentrations in IRIS reflects newer methods in use at EPA that address portal-of-entry effects,
dosimetry, and pharmacokinetic behavior. For example, 1,2-dibromomethane has an extrapolated
10-6 air concentration that is 2 orders of magnitude below the value in IRIS. This difference is
probably attributable to differences in: (1) the endpoint for inhalation exposure (nasal cavity
carcinoma) versus oral exposure (squamous cell carcinoma), and/or (2) portal-of-entry effects
directly related to deposition physiology and absorption of 1,2-dibromomethane.

B.2 Comparison of Extrapolated Inhalation SSLs with Generic SSLs

Having performed a simple extrapolation of inhalation benchmarks, the next step was to compare
the inhalation SSLs (SSL;,,) based on extrapolated data to the soil saturation concentrations® (Cgy)

and generic SSLs for soil ingestion (SSL;,,) and ground water ingestion (SSL,,,). Table B-1 presents

the 50 organic chemicals in the SSL guidance that lack inhalation benchmarks. The table presents
oral benchmarks found in IRIS (columns 2 and 3) and extrapolated inhalation benchmarks as

* The derivation of Cg,, and its significance is discussed in Section 2.4.4 of this Technical Background Document.
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described in Equations B-1 and B-2 (columns 4 and 5). In addition, the table presents volatilization-
based SSLs and SSLs based on particulate emissions derived from the extrapolated toxicity values. For
each column of extrapolated inhalation SSLs in this table, values are truncated at 1,000,000 mg/kg
because the soil concentration cannot be greater than 100 percent (i.e., 1,000,000 ppm).

B.2.1 Comparison of Extrapolated SSLs Based on Volatilization

The extrapolated SSL;,, for volatilization (SSL;,,.y) was calculated with Equation 4 in Section 2.4
using a chemical-specific volatilization factor (VF). In Table B-1, the SSL;,,., values based on

extrapolated inhalation benchmarks (column 6) are compared with the soil saturation concentration
(Csat, column 7) and generic migration to ground water SSLs assuming a dilution attenuation factor

(DAF) of 20 (SSLgy).

As described in Section 2.4.4, C,, represents the concentration at which soil pore air is saturated with
a chemical and maximum volatile emissions are reached. A comparison of the C,; with the
extrapolated SSL;,,., values indicates that, for 36 of the 50 contaminants, SSL;,;., exceeds the soil
saturation concentration, often by several orders of magnitude. Because maximum volatile emissions
occur at Cg,y, these 36 contaminants are not likely to pose significant risks through the inhalation

pathway, and therefore the lack of inhalation benchmarks is not likely to underestimate risk through
the volatilization pathway.

For the remaining 14 contaminants with extrapolated SSL;,,., values below Cg,;, all are above the
generic SSLg,, values. This analysis suggests that SSLs based on the migration-to-groundwater pathway

are likely to be protective of the inhalation pathway as well. However, for sites where groundwater is
not of concern, the SSLs based on ingestion may not necessarily be protective of the inhalation
pathway. The analysis indicates that the extrapolated inhalation SSLs are below SSLs based on direct
ingestion for the following chemicals: acetone, bromodichloromethane, chlorodibromomethane, cis-
1,2-dichloroethylene, and trans-1,2-dichloroethylene. This analysis supports the possibility that
the SSLs based on direct ingestion for the listed chemicals may not be adequately protective of
inhalation exposures. However, a more rigorous evaluation of the route-to-route extrapolation
methods used to derive the toxicity criteria for this analysis is warranted (refer to section B.3).

B.2.2 Comparison of Extrapolated SSLs Based on Particulate Emissions

The extrapolated particulate inhalation SSLs (SSL;,p.,) were calculated with Equation 4 in Section 2.4
using the particulate emission factor (PEF) of 1.32 x 109 m3/kg. Table B-1 compares the SSLj.,
values based on extrapolated benchmarks (column 10) and generic SSLs based on direct ingestion
(SSLjpg, Column 9). This comparison indicates that the extrapolated SSL,p,, values that are based on

the PEF are well above the SSLs for soil ingestion. Thus, ingestion SSLs are likely to be protective of
inhalation risks from fugitive dusts from surface soils.

B.3 Conclusions and Recommendations

Based on the results presented in this appendix, OERR reached several conclusions regarding route-
to-route extrapolation of inhalation benchmarks for the development of generic inhalation SSLs.
First, it is reasonable to assume that, for some contaminants, the lack of inhalation benchmarks may
underestimate risks due to inhalation exposure. Of the 17 volatile organics for which both the
ingestion and inhalation SSLs are based on IRIS benchmarks, all had inhalation SSLs that were below
the ingestion SSLs. Nevertheless, generic SSLs for ground water ingestion (DAF of 20) are lower,
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often significantly lower, than both extrapolated and IRIS-based inhalation SSLs with the exception
of vinyl chloride, which is gaseous at ambient temperatures. Thus, at sites where ground water is of
concern, migration to ground water SSLs generally will be protective from the standpoint of
inhalation risk. However, if the ground water is not of concern at a site (e.g., if ground water below
the site is not potable), the use of SSLs for soil ingestion may not be adequately protective of the
inhalation pathway.

Second, the extrapolated SSL;,, values are not intended to be used as generic SSLs for site
investigations; the extrapolated inhalation SSLs are useful in determining the potential for
inhalation risks but should not be misused as SSLs. Route-to-route extrapolation methods must
account for the relationship between physicochemical properties and absorption and distribution of
toxicants, the significance of portal-of-entry effects, and the potential differences in metabolic
pathways associated with the intensity and duration of inhalation exposure. However, methods
required to generate sufficiently rigorous inhalation benchmarks have recently been developed by the
ORD. A final guidance document was made available by ORD in November of 1995 that addresses
many of the issues critical to the development of inhalation benchmarks described above. The
document, entitled Methods for Derivation of Inhalation Reference Concentrations and Application
of Inhalation Dosimetry (U.S. EPA, 1994), describes the application of inhalation dosimetry to
derive inhalation reference concentrations and represents the current state-of-the-science at EPA
with respect to inhalation benchmark development. The fundamentals of inhalation dosimetry are
presented with respect to toxicokinetics and the physicochemical properties of chemical
contaminants.

Thus, at sites where the migration to ground water pathway is not of concern and a site manager
determines that the inhalation pathway may be significant for contaminants lacking inhalation
benchmarks, route-to-route extrapolation may be performed using EPA-approved methods on a
case-by-case basis. Chemical-specific route-to-route extrapolations should be accompanied by a
complete discussion of the data, underlying assumptions, and uncertainties identified in the
extrapolation process. Extrapolation methods should be consistent with the EPA guidance presented
in Methods for Derivation of Inhalation Reference Concentrations and Application of Inhalation
Dosimetry. If a route-to-route extrapolation is found not to be appropriate based on the ORD
guidance, the information on extrapolated SSLs may be included as part of the uncertainty analysis of
the baseline risk assessment for the site.

Reference

U.S. EPA (Environmental Protection Agency). 1994. Methods for Derivation of Inhalation
Reference Concentrations and Application of Inhalation Dosimetry. EPA/600/8-90/066F.
Office of Research and Development, Washington, DC.
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SECTION 1

INTRODUCTION

In December 1995, the U.S. Environmental Protection Agency (EPA) Office of Solid
Waste and Emergency Response published the Draft Technica Background Document (TBD) for
Soil Screening Guidance (U.S. EPA, 1994). This document provides the technica background
behind the development of the Soil Screening Guidance for Superfund, and defines the Sail
Screening Framework. The framework consists of a suite of methodologies for developing Soil
Screening Levels (SSLs) for 107 chemicals commonly found at Superfund sites. An SSL is
defined as "a chemica concentration in soil below which there is no concern under the
Comprehensive Environmental Response Compensation and Liability Act (CERCLA) for
ingestion, inhalation, and migration to ground water exposure pathways...." (U.S. EPA, 1994).

The SSL inhalation pathway considers exposure to vapor-phase contaminants emitted from
soils. Inhaation pathway SSLs are caculated using air pathway fate and transport models.
Currently, the models and assumptions used to cdculate SSLs for inhdation of volatiles are
updates of risk assessment methods presented in the Risk Assessment Guidance for Superfund
(RAGS) Part B (U.S. EPA, 1991). The RAGS Part B methodology employs a reverse calculation
of the concentration in soil of a given contaminant that would result in an acceptable risk-level in
ambient air at the point of maximum long-term air concentration.

Integra to the calculation of the inhaation pathway SSLs for volatiles, is the soil-to-air
volatilization factor (VF) which defines the relationship between the concentration of contaminants
in soil and the volatilized contaminants in air. The VF (m*kg) is caculated as the inverse of the
ambient air concentration a the center of a ground-level, nonbouyant area source of volatile
emissions from soil. The equation for calculating the VF consists of two parts. 1) a volatilization
model, and 2) an air dispersion model.

The volatlization mode mathematically predicts volatilization of contaminants fully
incorporated in soils as a diffusion-controlled process. The basic assumption in the mathematica
treatment of the movement of volatile contaminants in soils under a concentration gradient is the
applicability of the diffusion laws. The changes in contaminant concentration within the soil aswell
astheloss of contaminant at the soil surface by volatilization can then be predicted by solving the
diffusion equation for different boundary conditions.

Asnoted in the TBD, Environmental Quality Management, Inc. (EQ) under a subcontract to
E. H. Pechan conducted a preliminary evaluation of severa soil volatilization models for the U.S.
EPA Office of Emergency and Remedia Response (OERR) that might be suitable for addressing
both infinite and finite sources of emissions (EQ, 1994). The results of this study indicated that
smplified anaytical solutions are presented in Jury et al. (1984 and 1990) for both infinite and
finite emission sources. These analytical solutions are mathematically consistent and use a common
theoretical approximation of the effective diffusion coefficient in soil. Under a subcontract with E.
H. Pechan for OERR, EQ performed a limited vaidation of the Jury Infinite Source emission
model (Jury et al., 1984, Equation 8) and the Jury Reduced Solution finite source emission model
(Jury et a., 1990, Equation B1), hereinafter known as the Jury volatilization models.

This document reports on severa studiesin which volatilization of contaminants from soils
was directly measured and data were obtained necessary to caculate emissions of contaminants
using the Jury Infinite Source model and the Jury Reduced Solution finite source model. These
data are then compared and analyzed by statistical methods to determine the relative accuracy of
each modd.
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1.1 PROJECT OBJECTIVES

The primary objective of this project was to assess the reative accuracy of the Jury
volatilization models using experimental emission flux data from previous studies as a reference

data base.

1.2 TECHNICAL APPROACH

The following series of tasks comprised the technical approach for achieving the project

objectives:
1.

Review the theoretical basis and development of the Jury volatilization models to
verify the applicable model boundary conditions and variables, and to document
model assumptions and limitations.

Perform aliterature search and survey (not to exceed nine contacts) for the purpose
of determining the availability of acceptable emission flux data from experimental
and field-scale measurement studies of volatile organic compound (VOC) emissions
from soils. Acceptable data must have undergone proper quality assurance/quality
control (QA/QC) procedures.

Determineif the emission flux measurement studies referred to in Task No. 2 also
provided sufficient site data as input variables to the volatilization models. Again,
acceptable variable input data must have undergone proper QA/QC procedures.

Review, collate, and normalize emission flux measurement data and volatilization
model variable data, and compute chemical-specific emission rates for comparison
to respective measured emission rates.

Perform dtatistical analysis of the results of Task No. 4 to establish the extent of

correlation between measured and modeled values and perform parametric analysis
of key model variables.
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SECTION 2

REVIEW OF THE JURY VOLATILIZATION MODELS

The Jury Reduced Solution finite source volatilization model caculates the instantaneous

emission flux from soil at time, t, as:

where

and,

where

J,=C,e" @/pt’[1-exp (AL /4P ]n (1)

NE = Instantaneous emission flux, ug/cm? -day
C, = Initial soil concentration (total volume), pg/cm?*-soil
u = Degradation rate constant, 1 /day
t =Time, days
D = Effective diffusion coefficient, cm* /day
L = Depth from the soil surface to the bottom of contamination, cm

DE = [(d” D§ Ky + QI DI)/f?|/(p, fu K o + Q + aKy) 2
D = Effectivediffusion coefficient, cm’ /day
a = Soil volumetric air content, cm?¥cm?
Dy = Gaseousdiffusion coefficient in air, cm?/day
Ky  =Henry'slaw constant, unitless
C] = Soil volumetric water content, cm?/cm?
D" = Liquid diffusion coefficient in pure water, cm?day
@ = Total soil porosity, unitless

ol = Soil dry bulk density, g/lcm®

f = Soil organic carbon fraction

oc

K = Organic carbon partition coefficient, cm*g.

oc

The model assumes no boundary layer a the soil-air interface, no water flux through the

soil, and an isotropic soil column contaminated uniformly to some depth L. The initid and
boundary conditions for which Equation 1 is solved are:

c=GC att=0,0s x L

c=0att=0, x> L
C3



c=0att- 0, x =0

where c and C, are, respectively, the soil concentration and initia soil concentration (g/cm®-total
volume), X is the distance measured normal to the soil surface (cm), and t isthe time (days).

The average flux over time (J*9) is computed by integrating the time-dependent flux over
the exposure interval.

The Jury Infinite Source volatilization mode caculates the instantaneous emission flux
from soil at time, t, as:

J, = G (Dt tf? €©)
where NE = Instantaneous emission flux, ug/cm?day
C, = Initial soil concentration (total volume), pg/cm*-soil
t =Time, days
D = Effective diffusion coefficient, cm¥day (Equation 2).

The model assumes no boundary layer a the soil-air interface, no water flux through the
soil, and an isotropic soil column contaminated uniformly to an infinite depth. The boundary
conditions for which Equation 3 is solved are:

c =G att= 0, x =

c Oatt>0,x =0

The average flux over time (J5")is calculated as:

2= C, (4D, it~ @

2.1 FINITE SOURCE MODEL DERIVATION

The Jury Reduced Solution finite source model is derived from the methods presented by
Mayer et a. (1974), and Cardlaw and Jaeger (1959). Mayer et a. (1974) considered a system
where pesticide is uniformly mixed with alayer of soil and volatilization occurs at the soil surface.
If diffusion is the only mechanism supplying pesticide to the surface of an isotropic soil column,
and if the diffusion coefficient, D, is assumed to be constant, the general diffusion equation is:

d%c 1 &

x Dpa ° ©
where ¢ = Soil concentration, g/cm?® - total volume
X = Distance measured normal to soil surface, cm
D = Effective diffusion coefficient in soil, cm?/d
t = Time, days.
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If the pesticide israpidly removed by volatilization from the soil surface and is maintained
at azero concentration, the initial and boundary conditions which also allow for diffusion across
the lower boundary at x = L are identical to those of Equation 1.

Recognizing the analogy between the heat transfer equation (Fourier's Law) and the
transfer of matter under a concentration gradient (Fick's Law), Mayer et a. (1974) employed the
heat transfer equation of Cardaw and Jaeger (1959, page 62, Equation 14) to solve the diffusion
equation given these initial and boundary conditions as:

C = G /2 2erf| x2@ t1°] - el (x-L)2(R ] - eff (x + L2 #]} (6)

Theflux isobtained by differentiating Equation 6 with respect to x, determining dc/ox a
x = 0. and multiplying by D.. Theresultis:

J,= D¢ [0do¥],_, = [De C,/ @D t}°][ 1-exp (£ /4R ) 7)

Notethat Equation 7 is equivalent to the Jury Reduced Solution given in Equation 1 with
the exception of the first-order degradation expression (e™*).

Jury et al. (1983 and 1990) expanded upon the work of Cardlaw and Jaeger (1959) and
Mayer et a. (1974) by developing an analytical solution for Equation 5 which includes water flux
through the soil column and a soil-air boundary layer. In addition, the Jury et al. solution also
includes a theoretical approximation of the effective diffusion coefficient (Equation 2) which was
not included in Mayer et al. (1974). Given these conditions, the flux equation from Jury et al
(1983) isgiven as.

J,= - D (Pc; ox) + L C; (8
where C; = Soil total concentration
X = Depth normal to soil surface
V. = Effective solute convection velocity.

The minus sign is used because the x direction is positive downward.

Given theinitial and boundary conditions:

c =C,at=0,0<x<L
C =0at=0,x>L
c =Oat>0,x=0
NE =-hC,at>0,x=0
where h = Transport coefficient across the soil-air boundary layer of

thicknessd (h = D,7d)

C; = Vapor-phase concentration (C; = K,, C),
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The Jury et a. (1983) analytical solution for the volatilization flux is:

O + Vvt

L= + fc. v feric Vel
o 270 E g &WE oo

He (e + V(0

1
+§C (2H +V)expE 9

E

O DHALD 0L+ (2H + VD C(2H, + Vot
[e PHp, H*°H 2007 B °"°H 200" B

where H_ |Is the transport coefficient across the boundary layer divided by the gasphase partition
coefficient, He =h/ (p, f,. K /K + O/K, + a)

Jury et al. (1990) explains that compounds with large values of K,, are insensitive to the
thickness of the soil-air boundary layer (i.e.,asH - o ) Therefore, for the case where
H. — oo andin the absence of water flux (V¢ = 0) Equation 9 isreduced to Equation 1 where the
approximation

e

w7 x o

erfc [x] =

is used to expand the error function for large values of x (Cardlaw and Jaeger, 1959).

The Jury Reduced Solution given in Equation 1 is therefore a reduced form of the analytical
solution given in Equation 9 for the conditions of zero water flux and no soil-air boundary layer.
As such, the Jury Reduced Solution (discounting degradation) is equivaent to the Mayer et al.
(1974) solution for diffusion across both the upper and lower boundaries (Equation 7).

2.2 INFINITE SOURCE MODEL DERIVATION
The Jury Infinite Source volatilization moddl (Equation 3) is derived from Mayer et al.

(1974) Equations 3 and 4. Mayer et a. (1974) employed the heat transfer equation of Cardaw and
Jaeger (19SS, page 97, Equation 8) to solve the diffusion equation given the boundary conditions:

c=C att=0,0s x L

Oatt- 0,x =0

c
oc/dx = 0atx = L

The Mayer et a. (1974) solution for the volatilization flux is:
J, = Dfdchy) _, =D. Gltr DEtyzgl + 22 (1) exp (2n2L/F_D§) (11)

Therefore, Equation 11 isthe analytical solution for afinite emission source, but accounts only for
diffusion across the upper boundary.
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The summation expression in Equation 11 decreases with increasing L and decreasing D
and t. If thisterm is small enough to be negligible, Equation 11 reduces to:

J. = D.C,/(m D, t}” (12)
Use of Equation 12 will result in lessthan 1 percent error if t < L?/18.4 D (Mayer et ., 1974) .
Jury et a. (1984 and 1990) gave the solution for the semi-infinite case in Equation 3 where

C=¢GC, attz 0, Xx = as
J, = C,(Dc/m t)”

Equation 3 is equivaent to the semi-infinite solution of Mayer et al. (1974) as given in
Equation 12 and provides a bounding estimate of the maximum volatilization flux but does not
account for source depletion. Aswith Equation 12, use of Equation 3 on a finite system will result
in less than 1 percent error if t < L%18.4 D.. For the purposes of caculating SSLs based on
volatilization from soils, let t be set equa to the exposure interval. If t < L%/18.4 D, Equation 1
should be used to caculate the volatilization factor. As an dternative, an estimate of the average
emission flux over the exposure interval, <J>, can be obtained from a simple mass balance:

<J,> = C, LIt (13)
where G, = Initial soil concentration (total volume), pg/cm’-soil

L = Depth from soil surface to the bottom of contamination, cm

t = Exposure interval, days.

2.3 SUMMARY OF MODEL ASSUMPTIONS AND LIMITATIONS

The Jury Reduced Solution finite source volatilization mode is analogous to the
mathematical solution for heat flow in asolid such that the region 0 < x < L is initially a constant
temperature, the region x > L is a zero, and the surface x = 0 is maintained a zero for t > 0
(Cardlaw and Jaeger, 1959). As such, the model's applicability to diffusion processes is limited to
theinitial and boundary conditions upon which the model is derived. The following represents the
major model assumptions for these conditions:

1. Contamination is uniformly incorporated from the soil surfaceto depth L.

2. The soil column isisotropic to an infinite depth (i.e., uniform bulk density, soil
moisture content, porosity and organic carbon fraction).

Liquid water flux is zero through the soil column (i.e., no leaching or evaporation).
No soil-air boundary layer exists.

The soil equilibrium liquid-vapor partitioning (Henry's law) is instantaneous.

o g W

The soil equilibrium adsorption isotherm isinstantaneous, linear, and reversible.

C-7



7. Initial soil concentration isin dissolved form (i.e., no residual-phase
contamination).

8. Diffusion occurs simultaneously across the upper boundary at x = 0 and the lower
boundary at x = L.

The modd is therefore limited to surface contamination extending to a known depth and
cannot account for subsurface contamination covered by alayer of clean soil. Also, the model does
not consider mass flow of contaminants due to water movement in the soil nor the volatilization
rate of nonagueous-phase liquids (residuals). Finaly, the model does not account for the resistance
of asoil-air boundary layer for contaminants with low Henry's law constants.

The Jury Infinite Source volatilization model is analogous to the mathematical solution for
heat flow in asemi-infinite solid. The mgor model assumptions are the same as those of the Jury
Reduced Solution finite source mode except that the contamination is assumed to be uniformly
incorporated from the soil surface to an infinite depth, and that diffusion occurs only across the
upper boundary.

In general, both models describe the vapor-phase diffusion of the contaminants to the soil
surface to replace that lost by volatilization to the atmosphere. Each model predicts an exponential
decay curve over time once equilibrium is achieved. In actudity, there is a high initid flux rate
from the soil as surface concentrations are depleted. The lower flux rate characteristics of the latter
portion of the decay curve are thus determined by the rate a which contaminants diffuse upward.
Thistype of desorption curve has been well documented in the literature. It isimportant to note that
both models do not account for the high initial rate of volatilization before equilibrium is attained
and will tend to underpredict emissions during this period. Finally, each modd is most applicable
to single chemica compounds fully incorporated into isotropic soils. Effective solubilities and
activity coefficients in multicomponent systems are not addressed in the determination of the
effective diffusion coefficient nor is the effect of nonlinear soil adsorption and desorption
isotherms. However, because of the complexities involved with theoretica solutions to these
effects, their contribution to model accuracy is difficult to predict, especialy in multicomponent
systems.
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SECTION 3

MODEL VALIDATION

To achieve the project objective, EQ executed a literature search and a survey of
professiona environmental investigation/research firms as well as regulatory agencies to obtain
experimenta and field data suitable for comparing modeled emissions with actua emissions. The
literature search uncovered several papers and bench-scale experimenta studies concerned with the
volatilization and vapor density of pesticides and chlorinated organics incorporated in soils (Farmer
et al., 1972, 1974, and 1980; Spencer and Cliath, 1969 and 1970; Spencer, 1970; and Jury €t al.,
1980).

3.1 VALIDATION OF THE JURY INFINITE SOURCE MODEL

From the literature search, one bench-scale study was found that approximated the
boundary conditions of the Jury Infinite Source model and met the data requirements for this
project, Farmer et al., (1972). The Farmer et a. (1972) study reports the experimental emissions
of lindane (1,2,3,4,5,6-hexachlorocyclohexane, gamma  isomer) and diddrin
(1,2,3,4,10,10-hexachloro-6,7-epoxy-1,4,4a,5,6,7,8,8a-octahydro- 1,4-endo, exo-5, 8-
dimethanonapthalene) incorporated in Gilasilt loam.

The objective of the survey of professiona firms and regulatory agencies was to find
pilot-scae or field-scae studies of volatilization of organic compounds using the U.S. EPA
emission isolation flux chamber. The candidate flux chamber studies must also have provided
adequate data for input to the volatilization models.

Flux chamber studies were chosen to provide pilot-scale or field-scale measurement data
needed for model validation. Flux chambers have been widely used to measure flux rates of VOCs
and inorganic gaseous pollutants from awide variety of sources. The flux chamber was originaly
developed by soil scientists to measure biogenic emissions of inorganic gases and their use dates
back at least two decades (Hill et a., 1978). In the early 1980's, EPA became interested in this
technique for estimating emission rates from hazardous wastes and funded a series of projects to
develop and evaluate the flux chamber method. The initia work involved the development of a
design and approach for measuring flux rates from land surfaces. A test cdl was constructed and
parametric tests performed to assess chamber design and operation (Kienbusch and Ranum, 1986
and Kienbusch et al., 1986). A series of field tests were performed to evauate the method under
field conditions (Radian Corporation, 1984 and Balfour, et al., 1984). A user's guide was
subsequently prepared summarizing guidance on the design, construction, and operation of the
EPA recommended flux chamber (Keinbusch, 1985). The emission isolation flux chamber is
presently considered the preferred in-depth direct measurement technique for emissions of VOCs
from land surfaces (EPA, 1990).

EQ contacted severa environmental consulting firms aswell as State and loca agencies. In
addition, the EPA data base of emission flux measurement data was reviewed (EPA, 1991a).
Although severa flux measurement studies were found, only one applicable study was identified
with adequate QA/QC documentation and the necessary input data for the Jury Infinite Source
model (Radian Corporation, 1989).

From Farmer et al. (1972) the influence of pesticide vapor pressure on volétilization was
measured by comparing the volatilization from Gila st loam of dieldrin with that of lindane.
Volatilization of dieldrin and lindane was measured in a closed airflow system by callecting the
volatilized insecticidesin ethylene glycol traps. Ten grams of soil were treated with either 5 or 10

po/g of C-14 tagged insecticide in hexane. The hexane was evaporated by placing the soils in a
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fume hood overnight. Sufficient water was then added to bring the initial soil water content to 10
percent. For the volatilization studies, the treated soil was placed in an duminum pan 5 mm deep,
29 mm wide, and 95 mm long. This produced a bulk density of 0.75 g/cm?. The auminum pan
was then introduced into a 250 mL bottle which served as the volatilization chamber. A relative
humidity of 100 percent was maintained in the incoming air stream to prevent water evaporation
from the soil surface. Air flow was maintained a 8 mL/s equivalent to approximately 0.018 miles
per hour. The temperature was maintained at 30°C. The soil was a Gila st loam, which contained
0.58 percent organic carbon.

The volatilized insecticides were trapped in 25 mL of ethylene glycol. Insecticides were
extracted into hexane and anhydrous sodium sulfate was added to the hexane extract to remove
water. Aliquots of the dried hexane were andyzed for lindane and dieldrin using liquid
scintillation. The extraction efficiencies for lindane and dieldrin were 100 and 95 percent,
respectively. The concentrations of volatilized compounds were checked using gas-liquid
chromatography. All experiments were run in duplicate.

To ensure that the initial soil concentrations of lindane and dieldrin were in dissolved form,
the saturation concentration (mg/kg) of both compounds under experimental conditions was
calculated using the procedures given in U.S. EPA (1994):

C t: pi(focKocpb-'-e-'-KHa) (14)

sal
b

where Sis the pure component solubility in water. C_, for lindane and dieldrin were caculated to
be 34 mg/kg and 12 mg/kg, respectively. Therefore, the initiad soil concentrations of 10 and 5
mg/kg were below saturation for both compounds.

Table 1 gives the values of each variable employed to cal culate the emissions of lindane and
dieldrin using the Jury Infinite Source volatilization modd (Equation 3). The potentia for loss of
contaminant at the lower boundary a each time-step was checked to see if t > L?/18.4 D.. If this
condition was true a any time-step, the boundary conditions of the infinite source model were
violated. In such a case, emissions were also caculated using the finite source mode of Mayer &
a. (1974) as presented in Equation 11. The difference between the predictions of both models
were compared at each time-step and a percent error was caculated for the infinite source model.
The instantaneous emission flux vaues predicted by Equation 3 and Equation 11 (where
applicable) were plotted against the measured flux values for dieldrin and lindane a both 5 and 10
ppmw.

Figure 1 shows the comparison of the predicted and measured values of dieldrin a an initia
soil concentration of 5 ppmw. For dieldrin, the boundary conditions of the infinite source mode
were not violated until the last time-step. A best curve was fit to both the measured and predicted
values. As expected, both curves indicate an exponential decrease in emissions with time.

Theratio of the modeled emission flux to the measured emission flux was determined as a
measure of the relative difference between the modeled and measured values. The natura log of
thisratio was then analyzed by using a standard paired Student's t-test. This analysis is equivalent
to assuming a lognormal distribution for the emission flux and anayzing the logtransformed data
for differences between modeled and measured values.
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VOLATILIZATION MODEL

TABLE 1.
INPUT VALUES

FOR LINDANE AND DIELDRIN

Variable Symbol Units Value Reference/Equation
Initial soil C, mg/kg 5and 10 Farmer et al. (1972)
concentration
Soil depth L cm 0.5 Farmer et al. (1972)
Soil dry bulk oY g/lcm?® 0.75 Farmer et al. (1972)
density
Soil particle 0s g/lcm?® 2.65 U.S. EPA (1988)
density
Gravimetric soil w percent 10 Farmer et al. (1972)
moisture content
Water-filled soil 0] cm®/cm? 0.075 WP,
porosoty
Total soil porosity 9 cm®cm?® 0.717 1-(p,/ ps)
Air-filled soil cm¥/cm® 0.642 Q-0
porosity
Soil organic carbon fc fraction 0.0058 Farmer et al. (1972)
Organic carbon Koe cm®/g 1380 U.S. EPA (1994)
partition coefficient
Diffusivity in air D] cm?/d 1521 U.S. EPA (1994)
(Lindane)

Diffusivity in air D] cm?/d 1080 U.S. EPA (1994)
(Dieldin)

Diffusivity in water DY cm?/d 0.480 U.S. EPA (1994a)
(Lindane)

Diffusivity in water DY cm?/d 0.410 U.S. EPA (1994a)
(Dieldrin)

Henry's law Ky unitless 1.40 E-04 U.S. EPA (1994)
constant (Lindane)

Henry's law Ky unitless 2.75 E-06 U.S. EPA (1994)
constant (Dieldrin)

Degradation rate 1 1/day 0 Default to eliminate
constant (Lindane effects of degradation
and Dieldrin)
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The data were also analyzed by using standard linear regression techniques (Figure 2).
Again, the data were assumed to follow alognormal distribution. A simple linear regression model
was fit to the log-transformed data and the Pearson correlation coefficient was determined. The
Pearson correlation coefficient is a measure of the strength of the linear association between the
two variables.

From alimited population of four observations, the correlation coefficient was calculated to
be 0.994 with a mean ratio of modeled-to-measured values of 0.42. The actua significance
(p-value) of the paired Student's t-test was p = 0.0001. The lower and upper confidence limits
were calculated to be 0.38 and 0.48, respectively. On average, this indicates that a the 95 percent
confidence limit, the modeled emission flux is between 0.38 and 0.48 times the measured emission
flux.

Figure 3 shows the modeled and measured flux values of dieldrin a an initia soil
concentration of 10 ppmw, while Figure 4 shows the relationship of the log-transformed data and
the upper and lower confidence limits. At 10 ppmw, the correlation coefficient was 0.974 with a
mean ratio of 0.45, p-value of 0.0001, and a 95 percent confidence interval of 0.37 to 0.54.

As can be seen from Figures 1 and 3, the model underpredicts the emissions during the
initial stages of the experiment. Thisis to be expected in that during this phase, contaminant is
evaporating from the soil surface. The apparent discrepancy between measured and predicted
values decreases with time as equilibrium is achieved and diffusion becomes the rate-limiting
factor.

For lindane, the boundary conditions of the infinite source model were violated after the
firs time-step (i.e., t > L%/18.4 D & 24 hours). Therefore, the Mayer et al. (1974) finite source
model was used to derive a percent error a each succeeding timestep. At an initid soil
concentration of 5 ppmw, the infinite source model predicted 114 percent total mass loss of the
finite source model over the entire time span of the experiment. At a concentration of 10 ppmw, the
infinite source model predicted 107 percent total mass loss of the finite source model.

Figures 5 and 6 show the comparison of modeled to measured values of lindane at initia
soil concentrations of 5 and 10 ppmw, respectively. Likewise, Figures 7 and 8 show the
comparisons of the log-transformed data. At aninitial soil concentration of 5 ppmw, the correlation
coefficient between modeled and measured values was 0.997 with a mean model ed-to-measured
ratio of 0.81, ap-value of 0.3281, and a 95 percent confidence interval of 0.46 to 1.44. At an
initial soil concentration of 10 ppmw, the correlation coefficient was calculated to be 0.998, the
mean ratio 0.73, the p-value 0.1774, and the confidence interval 0.41 to 1.28.

The p-values for dieldrin are considerably lower than those of lindane. This is due to the
very narrow confidence interval around the modeled values. In the case of dieldrin, Equation 3 did
not predict aloss of contaminant at the lower boundary until the last time-step (i.e., t > L%/18.4 D,
at 12 days). Thisresultsin anearly perfect straight line when the log-transformed data are plotted.
For dieldrin, therefore, Equations 3 and 11 predict identical values until the last timestep.

Table 2 summarizes datistical analysis for the bench-scale comparative validation of the
Jury Infinite Source volatilization model. In general, the data support good agreement between
modeled and measured values and show relatively narrow confidence intervals and high correlation
coefficients.
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TABLE 2.

SUMMARY OF THE BENCH-SCALE VALIDATION OF
THE JURY INFINITE SOURCE MODEL

Mean ratio: 95%
Correlation Modeled-to- confidence
Chemical N coefficient measured p-value interval
Lindane (5 ppmw) 4 0.997 0.81 0.3281 (0.46, 1.44)
Lindane (10 ppmw) 4 0.998 0.73 0.1774 (0.41, 1.28)
Dieldrin (5 ppmw) 7 0.994 0.42 0.0001 (0.38, 0.48)
Dieldrin (10 ppmw) 7 0.974 0.45 0.0001 (0.37, 0.54)

Appendix A contains the spreadsheet calculations for the bench-scale validation of the Jury
Infinite Source volatilization model.

From Radian Corporation (1989), a pilot-scale study was designed to determine how
different treatment practices affect the rate of loss of benzene, toluene, xylenes, and ethylbenzene
(BTEX) from soils. The experiment caled for construction of four piles of loamy sand soil, each
with avolume of gpproximately 4 cubic yards (7900 pounds), a surface area of 8 square meters,
and adepth of 0.91 meters. Each test cell was lined with an impermeable membrane and the soil in
each cell was sifted to remove particles larger than three-eighth inch in diameter. The contaminated
soil for each pile was prepared in batches using 55-gallon drums. In the "high level" study, each
soil batch was brought to 5 percent moisture content and 6 liters of gasoline added. Additiond
water was then added to bring the soil to 10 percent moisture by weight. The drums were capped
and sat undisturbed overnight. The drums were then opened the next day and shoveled into the test
cdl platform. Twenty-two soil batches were prepared for each soil pile. Each batch consisted of
360 pounds of soil and 6.0 liters of fuel. Therefore, each soil pile contained 7900 pounds of soil
and 132 liters of gasoline. Each soil pile was then subjected to one of the following management
practices.

. A control pile that was not moved or treated
. An "aerated" or "mechanically mixed" pile
. A soil pile simulating soil venting or vacuum extraction

. A soil pile heated to 38°C.

L osses due to volatilization during the mixing and transfer process and during a 28 hour
holding time in the test bed before initid sampling reduced the residual BTEX in soil. For the
purpose of this validation study, however, these losses caused initia soil concentrations of
benzene, toluene, and ethylbenzene to be below or within a factor of two of their respective single
component saturation concentrations. Because the mixed pile, vented pile, and heated pile were
subject to mechanical disturbances or thermal treatment, only the control pile datawere used in this
study.

In generd, the test schedule cdled for collection of soil samples and air emission loss
measurements during the first, sixth, and seventh weeks Soil samples were collected randomly
within specified grid areas by composite core collection to the maximum depth of the pile.
Emission losses were measured similarly using an emission isolation flux chamber as specified in
Kienbusch (1985). Only data for which soil samples and flux chamber measurements were taken
on the same day were used for this study.
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Anaysis of BTEX in soil samples was accomplished by employing the EPA 5030
extraction method and the EPA 8020 analytical method. The BTEX method was modified to reduce
the sample hold time to one day in an effort to improve the accuracy of the method. Five soil
samples were submitted in duplicate. The relative percent differences (RPD) ranged from 8.0 to
48.9 percent. The average RPD for the five samples was 26.8 percent. In addition, EPA QC
sample analysisindicated average percent recoveries ranging from 89 percent for m-xylene to 119
percent for toluene. The pooled coefficient of variation (CV) for dl the BTEX analysis was 10.5
percent. Spiked sample recoveries (eight samples) ranged from 75 percent for m-xylene to 168
percent for toluene. The average spike recoveries ranged from 108 percent for benzene to 146
percent for toluene. Finally, both system blanks and reagent blanks indicated no contamination was
found in the analytical system.

It should be noted that the standard method used for BTEX analysis was observed to have
contributed to the variabilities in soil concentrations. The EPA acceptance criteria based on 95
percent confidence intervals from laboratory studies are roughly 30 to 160 percent for the BTEX
compounds during analysis of water samples. The necessary extraction step for soil samples
would increase this already large variability.

Analysis of vapor-phase organic compounds via the emission isolation flux chamber was
accomplished using a gas chromatograph (GC). Gas samples were collected from the flux chamber
in 100 mL, gas-tight syringes and anayzed by the GC in laboratory facilities adjacent to the test
site. During the study, a multicomponent standard was analyzed daily to assess the precison and
daily replication of the andytica system. The results of the analysis indicated a good degree of
reproducibility with coefficients of variation ranging from 5.1 to 16.3 percent.

From these data, instantaneous emission fluxes were caculated for benzene, toluene, and
ethylbenzene corresponding to each time period a which flux chamber measurements were made.
Table 3 givesthe values of each variable employed to calculate emissions of each compound using
the Jury Infinite Source model and the Mayer et al. (1974) finite source model. Appendix A
contains the spreadsheet data for benzene, toluene, and ethylbenzene at initial soil concentrations of
110 ppm, 880 ppm, and 310 ppm, respectively.

It should be noted that the fraction of soil organic carbon (f,) was not available from
Radian (1989). For this reason, the default value for f . of 0.006 from U.S. EPA (1994) was used
for al calculations,

Figures 9, 10, and 11 show the comparison of modeled and measured emission fluxes of
benzene, toluene, and ethylbenzene, respectively. The Radian Corporation study noted that the
second measured value in each figure represented a data outlier, possibly due to the formation of a
soil fissure, reducing the soil path resistance and increasing the emission flux.

Table 4 presents the results of the dtatistical analysis of the comparison of modeled and
measured values. For both benzene and ethylbenzene, measured values were below the detection
limits after the fifth observation; measured values for toluene were below the detection limit after
the seventh observation.
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VOLATILIZATION MODEL
TOLUENE, AND ETHYLBENZENE

TABLE 3.

INPUT VARIABLES FOR BENZENE,

Variable Symbol Units Value Reference/Equation
Initial soil concentration C, mg/kg Radian (1989)
- benzene 110
- toluene 880
- ethylbenzene 310
Soil Depth L cm 91 Radian (1989)
Soil dry bulk density [N g/lcm?® 1.5 Radian (1989)
Soil particle density [} g/lcm?® 2.65 U.S. EPA (1988)
Gravimetric soil moisture w percent 10 Radian (1989)
content
Water-filled soil porosoty ) cm?*cm? 0.150 WP,
Total soil porosity ) cm*cm? 0.434 1-(p,/ p.)
Air-filled soil porosity a cm®cm?® 0.284 Q-0
Soil organic carbon foe Fraction 0.006 U.S. EPA (1994) default
value
Organic carbon partition Koc cm®g
coefficient
- benzene 57 U.S. EPA (1994)
- toluene 131 U.S. EPA (1994)
- ethylbenzene 221 U.S. EPA (1994)
Diffusivity in air D3 cm?/s
- benzene 0.0870 U.S. EPA (1994)
- toluene 0.0870 U.S. EPA (1994)
- ethylbenzene 0.0750 U.S. EPA (1994)
Diffusivity in water DY cm?/s
- benzene 9.80 E-06 U.S. EPA (1994a)
- toluene 8.60 E-06 U.S. EPA (1994a)
- ethylbenzene 8.64 E-06 U.S. EPA (1994a)
Henry’s law constant Ky Unitless
- benzene 0.22 U.S. EPA (1994)
- toluene 0.26 U.S. EPA (1994)
- ethylbenzene 0.32 U.S. EPA (1994)
Degradation rate constant 1 1/day 0 Default to eliminate

effects of degradation
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TABLE 4.
SUMMARY OF STATISTICAL ANALYSIS OF PILOT-SCALE VALIDATION

Mean ratio: 95%
Correlation Modeled-to- confidence
Chemical N coefficient measured p-value interval
Benzene (110 ppm) 5 0.982 2.5 0.0149 (1.4, 4.5)
Toluene (880 ppm) 7 0.988 6.3 0.0002 (3.9, 10.4)
Ethylbenzene (310 ppm) 5 0.999 7.8 0.0008 (4.9, 12.4)

Figures 12, 13, and 14 show the comparison of the log-transformed data for the modeled
and measured emission fluxes of benzene, toluene, and ethylbenzene, respectively. As can be seen
from Table 4, correlation coefficients ranged from 0.982 for benzene to 0.999 for ethylbenzene,
while p-values and 95 percent confidence intervas indicate a significant dtatistical difference
between modeled and measured values.

The boundary conditions of the infinite source model were violated after the first timestep
for benzene, and after the third time-step for both toluene and ethylbenzene. The infinite source
model predicted 134 percent, 117 percent, and 103 percent of the totad mass loss of the finite
source model for benzene, toluene, and ethylbenzene, respectively.

In general, the predicted values were higher than the measured values throughout the
time-span of the experiment for al three compounds. It is also interesting to note that during the
initial stage of the experiment the predicted values were considerably higher than measured values
even when contaminant loss at the soil surface due to evaporation was expected. Although the
relative differences between predicted and measured values are not excessive (i.e., the highest
model ed-to-omeasured mean ratio is within a factor of approximately 10), they are considerably
higher than those of the bench-scale studies.

Any one or a combination of the following could account for the larger discrepancies
between measured and predicted values in the pilot-scale study:

1. Although the initial soil concentrations of the three compounds were below or
within a 