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Figure 4-40b. Probability distributions of residual PCB3+ load at Fort Edward.
Figure 4-41. Probability distribution and chronological plot of anomalously high PCB3+

loadings at Fort Edward.
Figure 4-42a. Water column PCB3+ concentrations measured at the upstream boundary of the

model at Fort Edward and the continuous concentration function used in the
model.

Figure 4-42b. Water column PCB3+ concentrations measured at the upstream boundary of the
model at Fort Edward and the continuous concentration function used in the
model.

Figure 4-43. Model calibration for average PCB3-f concentrations in surface sediments of the
TIP.

Figure 4-44. Data to model comparison of 0-5 cm cohesive surface PCB3+ sediment
concentrations at nine select model segments.

Figure 4-45. Data to model comparison of 0-5 cm non-cohesive surface PCB3+ sediment
concentrations at nine select model segments.

Figure 4-46. Spatial pattern of 0-25 cm cohesive sediment PCB3+ concentrations calculated by
the model and measured in 1984.
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Figure 4-47. Spatial pattern of a) 0-5 cm, b) 5-10 cm, and c) 10-25 cm cohesive sediment
PCB3+ concentrations calculated by the model and measured in 1991.

Figure 4-48. Spatial pattern of 0-5 cm non-cohesive sediment PCB3+ concentrations calculated
by the model and measured in 1991.

Figure 4-49. Comparison of observed water column PCBa+ measured by GE and USGS at Fort
Edward, Stillwater, and Waterford.

Figure 4-50. Comparison of computed and observed water column PCB3+ measured by GE at
Schuylerville, Stillwater, and Waterford.

Figure 4-51. Comparison of computed and observed water column PCB3+ measured by GE at
Schuylerville and Thompson Island Pool.

Figure 4-52. Comparison of computed and observed water column PCB3+ measured by USGS
at Schuylerville, Stillwater and Waterford.

Figure 4-53. Comparison of computed and observed water column PCBs+ concentrations
during three representative high flow periods.

Figure 4-54. Hudson River PCB3+ l^ss mechanisms.
Figure 4-55. Water column PCB3+ sources and sinks.
Figure 4-56. Sediment PCB3+ sources and sinks.
Figure 4-57. Comparison of average observed 0-5 cm cohesive and non-cohesive sediment

PCBs+ concentrations in the TIP and the load past Waterford with concentrations
computed using alternate magnitudes of pulse loading.

Figure 4-58. Comparison of average observed 0-5 cm cohesive and non-cohesive sediment
PCBs+ concentrations in the TIP and the load past Waterford with concentrations
computed using alternate depths of particle mixing in cohesive sediments.

Figure 4-59. Comparison of average observed 0-5 cm cohesive and non-cohesive sediment
PCBs+ concentrations in the TIP and the load past Waterford with concentrations

. computed using alternate depths of particle mixing in non-cohesive sediments.
Figure 4-60. Comparison of average observed 0-5 cm cohesive and non-cohesive sediment

PCB3+ concentrations in the TIP and the load past Waterford with concentrations
computed using alternate magnitudes of particle mixing in cohesive sediments.

Figure 4-61. Comparison of average observed 0-5 cm cohesive and non-cohesive sediment
PCBs+ concentrations in the TIP and the load past Waterford with concentrations
computed using alternate magnitudes of particle mixing in non-cohesive
sediments.

Figure 4-62. Comparison of average observed 0-5 cm cohesive and non-cohesive sediment
PCB3+ concentrations in the TIP and the load past Waterford with concentrations
computed using alternate PCB partition coefficients in sediment.

Figure 4-63. Comparison of average observed 0-5 cm cohesiye and non-cohesive sediment
PCB3+ concentrations in the TIP and the load past Waterford with concentrations
computed using alternate PCB partition coefficients in water.

Figure 4-64. Comparison of average observed 0-5 cm cohesive and non-cohesive sediment
PCB3+ concentrations in the TIP and the load past Waterford with concentrations
computed using alternate ice cover.
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Figure 4-65. Comparison of average observed 0-5 cm cohesive and non-cohesive sediment
PCB3+ concentrations in the TIP and the load past Waterford with concentrations
computed using the estimated range of mass transfer coefficients.

Figure 4-66. Comparison of average observed 0-5 cm cohesive and non-cohesive sediment
PCB3+ concentrations in the TIP and the load past Waterford with concentrations
computed using the estimated range of solids loading.

Figure 4-67. Average PCB3+ concentrations in surface sediments using bounding calibration.
Figure 4-68 Comparison of computed (using bounding calibration) and observed water

column PCB3+ measured by GE at Schuylerville and the Thompson Island Dam.

Figure 5-1. Schematic of the two-compartment bioaccumulation model.
Figure 5-2. Food web structure in the bioaccumulation model of the Upper Hudson River.
Figure 5-3. Composition of the fish community of the Upper Hudson River.
Figure 5-4. Average PCB levels (ug/g lipid) in fish at Thompson Island Pool in (a) 1987-1990

and (b) 1995-1996 and at Stillwater in (c) 1987-1990 and (d) 1995-1996. Data are
averages of annual averages +1-2 Standard Errors.

Figure 5-5. Comparison of annual average total PCB levels in largemouth bass with other top
predators.

Figure 5-6. Number of chlorines per biphenyl in fish from the Thompson Island Pool.
Figure 5-7. Prey consumed by the largemouth bass in Thompson Island Pool.
Figure 5-8. Comparison of annual average total PCB levels in forage fish species with (a)

brown bullhead and (b) pumpkinseed.
Figure 5-9. PCB homolog proportions on particulate matter from Thompson Island Pool, (a)

water column; (b) sediments, 0-2 cm.
Figure 5-10. Average PCBs+ concentrations on a carbon basis in sediments and on water

column particles at Thompson Island Pool.
Figure 5-11. Observed vs. computed dietary composition of pumpkinseed. Percent PMI in the

diet ranges from 0 (a) to 100 (e).
Figure 5-12. Observed vs. computed dietary composition of brown bullhead. Percent PMI in

the diet ranges from 0 (a) to 100 (e).
Figure 5-13. Observed vs. computed dietary composition of spottail shiner. Percent PMI in the

diet ranges from 0 (a) to 100 (e).
Figure 5-14. Relative abundance of invertebrates in the Upper Hudson River by order.
Figure 5-15. Dechlorination ratios in fish and sediments of the Thompson Island Pool. The

ratio of congener #56/congener #49 is plotted in sediments against depth, and for
each species of fish.

Figure 5-16. Weight-age relationship for pumpkinseed, brown bullhead and largemouth bass
collected in the Upper Hudson River.

Figure 5-17. Growth rate calculation for brown bullhead.
Figure 5-18. Annual average lipid contents in resident fish collected from Stillwater Pool.
Figure 5-19. Annual average lipid contents in resident fish collected from Thompson Island

Pool.
Figure 5-20. Dietary assimilation efficiencies of PCBs in fish.
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Figure 5-21. Ratio of PCB: oxygen uptake efficiencies at the gill (Ec/Eox).
Figure 5-22. Spatial patterns in total PCB concentrations in fish collected in TIP.
Figure 5-23. Predicted and adjusted water column PCBs+ concentrations at Stillwater from the

PCB fate model. Adjusted values for 1984-1989 were used in the
bioaccumulation model.

Figure 5-24. Annual average PCB concentrations in resident fish of the Upper Hudson River.
Lipid normalized, Stillwater Pool.

Figure 5-25. Annual average PCB concentrations in resident fish of the Upper Hudson River.
Wet-weight basis, Stillwater Pool.

Figure 5-26. Annual average PCB concentrations in resident fish of the Upper Hudson River.
Lipid normalized, Thompson Island Pool.

Figure 5-27. Annual average PCB concentrations in resident fish of the Upper Hudson River.
Wet-weight basis, Thompson Island Pool.

Figure 5-28. Relationship between PCB concentrations and lipid levels in largemouth bass of
Thompson Island Pool.

Figure 5-29. Annual average PCB concentrations in largemouth bass of the Thompson Island
Pool. Six values were excluded from the annual averages.

Figure 5-30. Half-lives computed from trends in lipid-based total PCB concentrations
measured in fish from the Upper Hudson River.

Figure 5-31. Calibration of the food web model. Annual average PCB concentrations in
resident fish. Lipid normalized, Stillwater Pool.

Figure 5-32. Calibration of the food web model. Annual average PCB concentrations in
resident fish. Wet-weight basis, Stillwater Pool.

Figure 5-33. Calibration of the food web model. Annual average PCB concentrations in
resident fish. Lipid normalized, Thompson Island Pool.

Figure 5-34. Calibration of the food web model. Annual average PCB concentrations in
resident fish. Wet-weight basis, Thompson Island Pool.

Figure 5-35. Relationship between PCB concentrations and lipid levels in largemouth bass of
Thompson Island Pool.

Figure 5-36. Calibration of the food web model. Comparison of computed and observed PCB
concentrations in fish.

Figure 5-37. Homolog composition of dissolved and particulate water column PCBs in TIP.
Figure 5-38. Food web homolog bioaccumulation model. Homolog compositions in

pumpkinseed and sediments in the Thompson Island Pool.
Figure 5-39. Food web homolog bioaccumulation model. Homolog compositions in brown

bullhead and sediments in the Thompson Island Pool.
Figure 5-40. Food web homolog bioaccumulation model. Homolog compositions in

largemouth bass and sediments in the Thompson Island Pool.
Figure 5-41. Spatial gradients in PCB concentrations in surface sediments, water and fish.
Figure 5-42. Bounding calculation for the calibration of the food web model. Annual average

PCB concentrations in resident fish. Wet-weight basis, Stillwater Pool.
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Figure 5-43. Bounding calculation for the calibration the food web model. Annual average
PCB concentrations in resident fish. Wet-weight basis, Thompson Island Pool.

Figure 5-44. Bounding calculation for the calibration of the food web model. Comparison of
computed and observed PCB concentrations in resident fish.
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Plate 4-1. Cohesive sediment zones as defined by side scan sonar (reaches 6-8) and the
sediment transport bed mapping (Reaches 1-5).
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/— SECTION 1
INTRODUCTION

1.1 BACKGROUND

In 1990, the Region II office of the United State Environmental Protection Agency
(USEPA Region II) began a reassessment of the 1984 "No-Action" decision for the sediments of
the Upper Hudson River. Recognizing the complexity and dynamic nature of the links between
the sediment polychlorinated biphenyl (PCB) levels and PCB levels in the water column and
biota, the General Electric Company (GE) has undertaken the development of a mass balance
model. The purpose of the model is to provide scientifically reliable estimates of future PCB
levels by integrating available site data and the scientific knowledge of the physical, chemical
and biological processes that govern PCB fate within the river. Properly constructed, the model
can be used to assess, with greater confidence than any other method currently available, the
potential impacts of various remedial scenarios on downstream PCB transport and PCB levels in
fish. Without such a tool, the interpretation of data and the evaluation of remedial scenarios are
subjective and open to considerable uncertainty.

The overall goal of the modeling efforts is to provide quantitative answers to the
following questions:

• When will PCB levels in Upper Hudson River fish populations recover to levels
meeting human health and ecological risk criteria under continued No Action?

• Can remedies other than No Action significantly shorten the time required to achieve
acceptable risk levels?

• Are there sediments now buried and effectively sequestered from the food chain
which are likely to become "reactivated" following a major flood, resulting in an

. ^^ increase in contamination of the fish population?
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GE has completed a comprehensive model capable of addressing these questions. This
report summarizes the development, calibration/validation and application of the model. There
are four sub-models that describe:

1) hydrodynamics
2) sediment transport
3) PCB fate and
4) PCB bioaccumulation within the Upper Hudson River.

The four sub-models have each been calibrated/validated for the period from 1977 to 1998 using
environmental monitoring data collected on the Hudson River.

1.2 MODELING APPROACH

PCB sources associated with the Hudson Falls plant site area (Figure 1-1) and historically
contaminated sediments account for the water column loadings and fish PCB body burdens
observed in the Upper Hudson River. However, most of the historically deposited sediment
PCBs are now sequestered below the sediment surface, a consequence of the continual
deposition of watershed derived particulate matter. The change in surface sediment PCB
concentrations has been preserved in the vertical profile of PCB concentrations in areas of the
river subject to continual accretion. Sediment cores collected from these locations and dated
using radioactive tracers (USEPA 1997) generally show PCB maxima in the late 1960s and early
1970s, a rapid decline between the 1970s and mid 1980s, and a slower decline thereafter (Figure
1-2). The temporal changes preserved within the sediment record reflect the net result of a
variety of dynamic processes governing the transport, transfer, and transformation of PCBs
within the river (Figure 1-3):

• transport of PCBs to the river from external sources,

• influx of uncontaminated water and particulate matter from the surrounding
watershed,

• deposition and erosion of particulate matter at the sediment surface,

• diffusion of PCBs within the sediment and between the sediment and overlying
water column, and
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• loss of PCBs through volatilization and biologically mediated reactions.

These processes represent the basic elements of a mass balance and are the framework of
a conceptual model of PCB fate within the Upper Hudson River. The mass balance stems from
the scientific principle of mass conservation and is the basis for the quantitative analysis of PCBs
in the Hudson River.

The mass balance principle is applied to a given stretch of river by adding mass inflows
from the upstream boundary, tributary inflows and the mass transferred from the bed and
subtracting the sum of the mass outflow at the downstream boundary, the mass transfer by
volatilization and burial, and the mass loss by microbial degradation.

The quantitative form of the mass balance concept contains the processes, expressed as
mass transfer rates, defined as products of a transfer coefficient and either the concentration
(advection process) or the concentration gradient (diffusive process). The transfer coefficients
are functions of the fundamental properties of the interactive system: the river flow (velocity,
depth and shear), the suspended and bed solids (size, density and composition) and the PCBs
(molecular weight and structure, volatility and diffusivity). The functions are based on
theoretical reasoning confirmed by laboratory experiments. Their extrapolation to the natural
environment introduces a degree of uncertainty, thus, a degree of freedom, in assigning a
numerical value, specific to a water body. Transfer coefficients are accepted or rejected by
comparing the concentrations calculated with those observed.

To construct a mass balance for the water column, river bed, and food chain, the
equations include local concentrations and concentrations in the contiguous regime. This is
complicated by the fact that the process is dynamic. The settling flux, expressed in terms of
water concentrations, is a source for the bed and, the scour of the bed is a source for the water
column. It follows that the water and bed equation must be solved simultaneously. Furthermore,
the time scale of interest is the long-term projection (years - decades) of PCB concentration in
three regimes (water, bed, and biota). To assess annual variation it is necessary to examine
seasonal changes in PCB concentration during periods influenced by high flow and low flow.
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The high flow periods, typically in the spring, are the result of sporadic floods from snow melt or

high rainfall, that occurs over intervals of hours to days. Low flow typically occurs in summer
and early fall when the watershed has high evapotranspiration rates and less water enters the
tributaries and the river. The late fall-winter periods may be characterized by either a high or
low flow, depending on regional meteorological conditions. Thus, the numerical computation
covers a spectrum of time scales from hours to decades.

1.3 OVERVIEW OF THE MODELS

The models described here are applied to a 40-mile section of the Upper Hudson River
extending from Fort Edward at mile point (MP) 194 to Troy Dam (MP 154) (Figure 1-4). Mile
points start with MP 0 at the southern tip of Manhattan at the Battery. This section of the river
has eight dams that separate the river into eight reaches. These reaches are numbered from the
Troy Dam (reach 1) in the upstream direction to the Thompson Island Pool (TIP) (Reach 8). The
mile points at the boundaries of each reach and at other selected locations within the study area
are shown in Table 1-1. The GE capacitor manufacturing plants and the Alien Mill are located
just upstream of Reach 8 in the vicinity of Bakers Falls (approximately MP 197).

Table 1-1. Mile Points of Reach Boundaries and Other Selected Locations
. • . . ' . . . . .

Reach/Location
Reach 8
Reach 7
Reach 6
Reach 5
Reach 4
Reach 3
Reach 2
Reach 1
Fort Edward
Thompson Island Dam
Schuylerville
Stillwater
Waterford

Mile Point*
188.4-193.7
186.0-188.4
183.2-186.0
168.0-183.2
165.8-168.0
163.4-165.8
159.5-163.4
153.9-159.5

194.6
188.5
181.4
168.3
156.5

Description
Fort Edward Dam to Thompson Island Dam
Thompson Island Dam to Fort Miller Dam
Fort Miller Dam to Northumberland Dam
Northumberland Dam to Stillwater Dam
Stillwater Dam to Mechanicville Dam
Mechanicville Dam to Lock 2
Lock 2 to Waterford Dam
Waterford Dam to Troy Dam
Water Quality Sampling Station
Water Quality Sampling Station
Water Quality Sampling Station
Water Quality Sampling Station
Water Quality Sampling Station

*Mile point is measured in miles northward along the river channel beginning at the Battery on
the southern tip of Manhattan.
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The model has four sub-models that are discussed below.

• hydrodynamics
• sediment transport
• PCB fate and
• PCB bioaccumulation

1.3.1 Hydrodynamic Model

Hydrodynamics refers to the movement of water through the river and the friction or
shear stress that this movement causes at the interface between the water and the sediment bed.
A hydrodynamic model computes the velocity and water surface elevation, as well as the shear
stress at the sediment-water interface, in response to upstream flows and to flows entering the
river from tributaries. The conditions predicted by the hydrodynamic model are used in the
sediment transport model to evaluate sediment scour, resuspension, and downstream transport.
Additionally, the PCB fate model uses the hydrodynamic model output to compute overall
downstream transport of PCB s.

Two hydrodynamic models were developed, calibrated, and validated in order to provide
the necessary hydrodynamic input for the sediment transport and PCB fate models. A two-
dimensional, vertically-integrated hydrodynamic model defines the distribution of shear stresses
at the sediment-water interface that controls sediment transport. The one-dimensional
hydrodynamic model was developed to define the average transport of PCBs within the water
column.

1.3.2 Sediment Transport Model

Sediment transport includes the movement of suspended solids within the river and the
deposition and resuspension that occurs at the sediment-water interface. The sediment transport
model uses the output of the two-dimensional hydrodynamic model and the results of laboratory
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and field studies to describe the resuspension and deposition processes of cohesive and non-
cohesive sediments within the Upper Hudson River. The model takes into account solids loading
from upstream of the study area, tributary loading, scour of cohesive and non-cohesive sediment,
deposition of tributary and resuspended solids, and downstream transport. Results of the
sediment transport model (in the form of a spatial and temporal matrix of total suspended solids
(TSS) and as resuspension and deposition fluxes) are used directly by the PCB fate model.

1.3.3 PCB Fate Model

PCB fate includes the transport of PCBs dissolved in the water or sorbed to solids,
transfer between the dissolved and sorbed phases, transfer between the water and atmosphere,
and degradation that occurs biochemically. The PCB fate model includes mechanistic
descriptions of these transport, transfer and reaction processes (Figure 1-3). PCBs are assumed
to partition between dissolved and particulate phases, with partitioning assumed to be rapid, such
that equilibrium conditions are generally well approximated. The dissolved phase is composed
of freely dissolved PCBs and PCBs sorbed to dissolved and colloidal organic matter. Freely
dissolved PCBs are transferred from the water column to the atmosphere by volatilization across
the air-water interface. Particulate-phase PCBs settle from the water column to the sediment
bed, and are resuspended from the sediment bed into the water column. Dissolved PCBs are
exchanged between the water column and sediment bed and within the sediment in accordance
with the laws of diffusion, that is, from a region of higher concentration to one of lower
concentration, with the rate of transfer controlled by a mass transfer coefficient.

The output from the hydrodynamic and sediment transport models provide much of the
information necessary to predict long-term PCB fate and transport trends in the Upper Hudson
River. This information is supplemented by laboratory and field data to refine the relevant
processes.
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1.3.4 PCB Bioaccumulation Model

PCB bioaccumulation involves the uptake of water- and sediment-borne PCBs by
invertebrates and the sequential transfer of those PCBs through the food web via predation. The
bioaccumulation model consists of a simplified food web representative of the Upper Hudson
River, empirically defined trophic transfer factors for calculating PCB levels in invertebrates,
and a mechanistic, dynamic simulation framework for computing PCB levels in fish.

The model food web structure and the diet of each of the model species were developed
based on site-specific information. The model food web contains four trophic levels: particulate
matter (trophic level 1, or TL1), invertebrates (TL2), forage fish (TL3) and predators (TL4).
TL1 includes water column and surface sediment paniculate matter. TL2 is represented by two
functional groups, benthic macroinvertebrates associated with the sediment bed (BMT) and
phytophilous macroinvertebrates associated with particulate matter and periphyton in contact
with the water column (PMI). TL3 is presented by two species, pumpkinseed and brown
bullhead. TL4 is represented by largemouth bass.

The dynamic PCB bioaccumulation model is based on the principals of conservation of
mass and energy and mechanistically describes the uptake and loss of PCBs by forage and
predatory fish. PCBs are taken up during respiration and ingestion and are lost by diffusion
across the respiratory surfaces. Rates of PCB uptake and loss are calculated from computed rates
of feeding and respiration and empirically defined transfer efficiencies of PCBs. Finally, the
dissolved and particulate PCB concentrations computed by the fate model provide the PCB
exposure for the food web.

1.3.5 Calibration and Validation

The equations that comprise each of the models are general and can be applied to any
river system. Application of these equations to the Upper Hudson River involved the
determination of appropriate values for each of the parameters in the equations. Site-specific
data were the basis for assigning values, either directly or by the process of model calibration.
Each of the models was calibrated and validated using a data record that extends from 1977 to
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the present. As described above, the models are interrelated with information generated by one
model providing input for the next model in the sequence. A schematic of the interrelationships
is presented on Figure 1-5.

1.3.6 PCB Constituents Modeled

PCBs are a mixture of 209 possible congeners that vary in the number and position of
chlorine atoms bound to the biphenyl rings. PCBs containing the same number of chlorine atoms
are chemical homologs (e.g. monochlorinated biphenyls are the group of PCB congeners
containing one chlorine regardless of position). The number and position of the chlorine atoms
affect the physical, chemical, and biological properties of the individual PCB congeners (e.g.
Henry's Law Constant, octonal-water partition coefficient, and susceptibility to dechlorination)
and consequently their environmental fate. Therefore, the environmental fate of PCBs in the
Hudson River is dependant on the mix of PCB congeners present in the system.

PCB were not consistently quantified and reported within the historical PCB database.
The historical Hudson River sediment, water column, and biota PCB databases were developed
using packed column-based gas chromatographic (GC) techniques. These methods quantified
PCBs within environmental samples based on subjective pattern matching between the
chromatographs of commercial Aroclor mixtures and those of the samples. As a result, PCB
identification varied among laboratories and over time within individual laboratories. Moreover,
the methods employed were incapable of differentiating individual congeners and, due to co-
elution of the sample and carrier solvent, did not quantify a significant fraction of the sample's
mono- and dichlorinated PCBs. In contrast, capillary column-based GC analytical techniques,
such as those employed by GE and the USEPA in recent years, resolve PCBs in Hudson River
media at the individual congener level. This lack of consistency in quantifying PCBs between
the different data sets necessitated the development of procedures to transform the data into a
common measurement against which to compare model calculations.

GE and the USEPA determined that the fraction of PCBs containing three or more
chlorines (heretofore represented as PCB3+) represents the most common PCB equivalents within
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historical database. This selection was based upon rigorous evaluation of PCB analytical
techniques employed by the different laboratories responsible for generating the historical PCB
data. This work is documented in numerous technical memorandum written by Dr. John Butcher
of Terra-Tech, Inc. (Butcher 1996a, Butcher 1996b, Butcher 1997a, Butcher 1997b, Butcher
1998a, Butcher 1998b), on behalf of the USEPA and modified and substantiated by additional
analyses and analytical measurements conducted by GE (HydroQual 1998, QEA 1999, GE 1997,
GE 1998). The specifics of the transformations required to convert the data into PCB3+
equivalents are described in these documents.

The decision to model PCB3+ precludes evaluation of mono- and dichlorinated PCB fate
and transport. Mono- and dichlorinated PCBs make up a significant proportion of total PCBs
within Hudson River sediments, originating in large part from biologically-mediated reductive
dechlorination. Moreover, due to their lower partition coefficients, mono- and dichlorinated
PCBs account for a significant portion of pore water total PCB concentrations and consequently
account for a significant portion of sediment/water column PCB exchange. However, mono- and

f dichlorinated PCBs do not significantly bioaccumulate in fish, typically constituting less than 5%
of total PCBs in fish from the UHR. Therefore, the choice to model PCBa+ (as dictated by the
historical data) does not significantly influence the predictive power of the models since the
principal goal of the modeling effort is the future projections of PCBs in fish under different
remedial action scenarios.

1.4 MODEL SENSITIVITY AND UNCERTAINTY

A model is an abstraction of reality and its predictions are estimations of future
conditions. The inaccuracy in model prediction results from multiple sources:

1) the equations describing the relevant processes
2) the values assigned to the parameters of the equations
3) the assumptions regarding future conditions (e.g., river flows, soil erosion, PCB

* .^ discharges to the river)
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The equations are imperfect because they describe the relevant physical, chemical and biological

processes using simplifications demanded by incomplete knowledge and computational
constraints. The parameter values are imperfect because the data available are subject to error
and generally do not characterize the full range of conditions at the site being modeled. Model
calibration is the process by which parameter values are chosen to maximize the ability of the
model to describe historical conditions for which data are available. In the absence of data
limitations, the optimum model calibration defines the best estimates of the parameters (i.e., the
parameter values that reduce uncertainty to that inherent in the equations). The extent to which
calibration determines the "correct" value for each parameter depends on the robustness of the
calibration data set and the sensitivity of the model to changes in the parameter. If the model is
sensitive to a parameter then its uncertainty is small. Converse^, if the model is insensitive to a
parameter then its uncertainty is high.

Equation and parameter inaccuracy can be estimated from the difference between the
model and calibration data. Such an assessment is done routinely in regression analyses where
parameter inaccuracy is specified by the uncertainty of the slope estimate and equation
inaccuracy is specified by the component of data variance not accounted for by the model. Such
uncertainty assessments yield upper bound estimates of inaccuracy because they assign all error
to the model. In fact, a portion of the error is due to data error. Data error exists because data
are a limited sampling of continuous processes and are subject to sampling and analysis
inaccuracies.

A regression-like approach is not practical for the complex mechanistic models used to
describe PCBs in the Hudson River. Approaches do exist for estimating the parameter
uncertainty of water quality models. The most common approach is based on Bayes Theorem.
Here, the distribution of possible parameter values is estimated by using the concordance
between parameter values and the ability of the model to reproduce the calibration data to update
an initial distribution developed from data or experience. In other words, the final distribution of
parameter values includes only those that yield a model result statistically consistent with the
data (e.g., the root mean square difference between model and data is within some defined limit).
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Such an approach has been used with other water quality models, including a relatively simple
model of PCB fate in the Upper Hudson River (Steinberg et al 1996).

A formal Bayesian analysis to define the parameter uncertainty in the Hudson River
models is difficult, if not impossible, because of the complexity of the equations and
computational constraints. As a practical alternative we used the knowledge gained through
development and calibration of the models to choose a subset of processes for investigation. The
criteria for the inclusion in the subset was that the process is important to model prediction, but
the parameter values used in the process description are not accurately known from measurement
and were established by professional judgement or calibration.

Uncertainty of the selected parameters was estimated by a sensitivity analysis designed to
determine the range over which the parameters can be varied without causing an increase in
calibration error. The results of this analysis are presented as part of the discussions of model
development in the sections that follow.

The sensitivity analysis was used to establish a bounding prediction. The purpose was to
establish a lower bound estimate of natural recovery for comparison to the best estimate based on
the base calibration. This bounding prediction is less likely because the parameters are shifted
from their expected values.

Prediction error resulting from the inaccuracy of assumptions regarding future conditions
was addressed by making several predictions that use differing assumptions regarding upstream
PCB sources and river flow.

1.5 SCOPE OF MODELING EFFORT

The model developed for the Upper Hudson River addressed the questions posed in
Section 1.1 by simulating the major processes that control PCB concentrations in water and
sediment and the major processes that control the transfer of PCBs through the food web to top
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predatory fish. It does this for the stretch of river between Rogers Island in Fort Edward and the
Troy Dam.

There remains a suite of relevant questions whose answers are beyond the scope of the
model. Although the model computes the PCB load delivered over the Troy Darn to the Lower
Hudson River, it does not predict the contribution of Upper Hudson River PCBs to PCB levels
observed in Lower Hudson River fish, sediment and water. Because the model represents PCBs
as a single aggregate of all PCBs with three or more chlorine atoms, it does not predict changes
in PCB toxicity that result from environmental transformations. Aggregation also precluded
accurate assessment of PCB dechlorination mechanisms and rates. The bioaccumulation model
simulates the average individual in a population and cannot address questions about the
distribution of PCB levels within the population, the relationships between fish population
dynamics and fish PCB levels, or the impacts of toxic stress on population growth or
sustainability. Finally, the observed entry of PCB oil as a Dense Non-Aqueous Phase Liquid
(DNAPL) into the river at Hudson Falls indicates that PCB fate and transport may be affected by
the dissolution and transport characteristics of DNAPL. The model does not simulate DNAPL
and cannot address questions related to these phenomena.
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SECTION 2
HYDRODYNAMIC MODELS

2.1 MODEL STRUCTURE AND EQUATIONS

Hydrodynamic processes affect PCB transport in the Upper Hudson River on different
spatial and temporal scales. For example, a relatively coarse numerical grid is sufficient to
simulate accurately water column PCB transport along the main stem of the river. Accurate
prediction of solids fluxes at the sediment- water interface requires a finer grid to resolve spatial
variations in bathymetry, bottom shear stress and sediment bed properties. These variations in
spatial and temporal scales necessitated development of iwo hydrodynamic models of the Upper
Hudson River. A one-dimensional model was developed to provide transport information for the
PCB fate model. A two-dimensional, vertically-averaged model was developed and coupled to
the sediment transport model.

Other researchers have developed hydrodynamic models of the Upper Hudson River
using one-dimensional models developed by the U.S. Army Corps of Engineers, i.e., HEC-2 or
HEC-6. Previous modeling studies include, but are not limited to, the following: Zimmie's
(1985) application of HEC-6 to the TIP and FEMA Flood Insurance Studies (e.g., FEMA 1995),
which used HEC-2. While these two models can provide adequate simulations of water surface
elevation gradients and cross-sectionally averaged velocities in the Upper Hudson River, both
models cannot be used to calculate time-variable discharge as needed to meet the goals of this
study.

2.1.1 One-Dimensional Model

Time-variable flow in the Upper Hudson River was described using a one-dimensional
hydrodynamic model, i.e., laterally- and vertically-averaged. For a non-prismatic channel, as
exists in this river, the one-dimensional conservation of mass and momentum equations are:
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+ =0 (2-1)
dt dx

^7T«,«J (2-2)

where:
A = cross-sectional area (L2)
ux = cross-sectional average velocity (L/T)
TI = water surface displacement from the reference depth (L)
n = Manning's coefficient (T/L1/3)
R = hydraulic radius (L)
g = acceleration due to gravity (L/T2)

These equations were solved numerically.

The Manning's n coefficient used in Equation (2-2) was assumed to be temporally and
spatially constant in a particular reach. However, Manning's n did vary between reaches, with
reach-specific values being determined during model calibration.

Solution of Equations (2-1) and (2-2) required development of functional relationships
between the cross-sectional area and TI and R for each numerical grid element. These functional
relationships were determined from Upper Hudson River bathymetry and geometry data.

2.1.2 Two-Dimensional Model

The Upper Hudson River is relatively shallow and the flow is unstratified. These
conditions make it reasonable to assume that the water column is vertically well-mixed. Thus,
the two-dimensional, vertically-averaged equations are an accurate approximation to the general
three-dimensional equations of motion for an incompressible fluid. The hydrodynamic equations
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(conservation of mass and momentum) applied to the Upper Hudson River are (Ziegler and
Nisbet 1994):

dt dx dy

d(uxh] d(u2
xh) d(uxuyh) drjv»/ + \ * /+ \ * y ' s._gfl_i.

5? etc dy S dx
d ( . n dux\ 8— R — *. + — du— — . — —
dx( H dx) oy( " dy

,_ .,(2-4)
'

d(uyh)id(uxuyh)+d(uy
2h)

dt dx dy
———
dy dx( " dx) dy[ " dy

(2-5)

where:
h
ho
ux, uy

q
Cf
BH

total water depth (ho + r|) (L)
reference water depth (L)
velocities along the x- and y-axes (L/T), respectively
(ux

2 + uy
2)1/2(L/T)

spatially variable bottom friction factor (non-dimensional)
horizontal eddy viscosity (L2/T)

Note that the x-axis is oriented in the longitudinal (along-channel) direction and the y-axis is
oriented in the lateral (cross-channel) direction. Equations (2-3) to (2-5) were transformed from
Cartesian coordinates to orthogonal, curvilinear coordinates in order to resolve more accurately
the complex geometry and bathymetry of the Upper Hudson River. The resulting equations were
solved numerically.

Bed elevation changes due to sediment deposition and erosion cause changes in the
reference water depth (ho). Generally, sediment bed elevation changes are a small fraction of ho
for the time periods considered in this study and do not significantly affect hydrodynamics in the
Upper Hudson River. However, small areas of high deposition, over decadal time scales, could
cause enough change in ho to affect flow patterns in localized areas of the river. Therefore,
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changes in bed elevation predicted by the sediment transport model were used to adjust ho during
all simulations.

The bottom friction factor in Equations (2-4) and (2-5) is dependent on the local water
depth and effective bottom roughness (Blumberg and Mellor 1983):

Cf=MAX
In-

(2-6)

where:

Zo

von Karman's constant (0.4)
minimum bottom friction factor
effective bottom roughness (L)

The bottom friction factor (Cf) thus varies both spatially and temporally due to changes in total
water depth (h) and bottom roughness (ZQ). As total water depth increases, due to changes in
bathymetry (spatial variation in ho) or water surface elevation (temporal variation in TJ), Cf
decreases. Spatially variations in bottom roughness are also included by using different z0 values
for cohesive and non-cohesive sediment bed types. It was assumed that bottom roughness in
non-cohesive and hard bottom areas (which used the same ZQ value) is greater than ZQ in cohesive
bed areas, which is consistent with the physical characteristics of those two bed types.

2.2 APPLICATION TO THE UPPER HUDSON RIVER

The Upper Hudson River is a run-of-the-river reservoir system comprised of a series of

eight dams and associated backwaters, that extends from Fort Edward to Troy. Pool elevation
varies from about 120 ft above MSL in the TIP (Reach 8) to about 16 ft above MSL in Reach 1
(Figure 2-1). Dam heights range from about 4 ft in the TIP to about 20 ft in Reach 4
(Mechanicville Dam). Mean flow rate in the Upper Hudson River increases by almost 60%
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,-—•v between Fort Edward (5,200 cfs) and Waterford (8,100 cfs). Mean velocities and water depths,
based on model results for a 22-year simulation (1977 to 1998), for the eight reaches are shown
in Figure 2-2. Additional discussion of Upper Hudson River hydrologic and hydraulic
characteristics is presented in Volume 1, Section 1.

The hydrodynamic models of the Upper Hudson River extend from the Route 197 bridge
at Rogers Island (Fort Edward) to the Federal Dam at Troy (Figure 1-4). Due to the
discontinuity caused by the eight dams located along the river, each of the eight reaches was
modeled separately. Thus, eight hydrodynamic models were developed to simulate flow in the
Upper Hudson River. The upstream inflow used for a particular reach (downstream of TIP) was
the predicted flow over the dam that defined the upstream boundary of that reach. This situation
makes it necessary to run the models sequentially, from upstream to downstream.

Man-made flow structures and hydroelectric generating plants at some of the dams can
cause localized circulation effects in various reaches of the Upper Hudson River (see Volume 1,

/""*" Section 1 for more discussion). The spatial scale of these localized effects was assumed to be
relatively small in this study. Thus, the hydrodynamic models neglected the effects of structures,
i.e., bridges, and flow diversions due to hydroelectric generating plants. Seasonal changes in
pool level, e.g., lower pool level in Reach 2 during the winter, were not included in the model
simulations.

2.2.1 Representation of the River: One-Dimensional Model

The numerical grid for the one-dimensional model used a grid spacing (Ax) of 2,500 ft
(762 m), with 1A cells (Ax = 1,250 ft) being used at the upstream and downstream boundaries of
each reach. This grid spacing produced a total number of cells in a particular reach that ranged
from 6 cells in Reaches 4 and 7 to 35 cells in Reach 5. j

Cross-sectional geometry data were collected along 165 transects between Fort Edward
; and Troy by GE in 1991 (O'Brien & Gere 1993b). These transects were located along transects

surveyed by Normandeau Associates in 1977. Bathymetry and geometry, i.e., A, r\ = f\(A) and
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R •= faCA), were determined for each hydrodynamic grid cell using the transect data. If more than
one transect was located in a grid cell, transect data in that cell were averaged. For cells
containing no transect data, cell geometry was estimated using linear interpolation between the
nearest upstream and downstream cells that contained transect data.

The datum used to determine reference water depths, i.e., TI = 0, from transect data in a
particular reach was the elevation of the dam crest. A similar procedure was used in developing
bathymetry information for the two-dimensional hydrodynamic model.

2.2.2 Representation of the River: Two-Dimensional Model

The two-dimensional model in the TIP (Reach 8) extends from the Route 197 bridge at
Rogers Island (MP 194.4) to TID (MP 188.5). This six-mile reach was discretized using 68
longitudinal and 10 lateral cells (Figure 2-3). Average longitudinal cell size was 140 m and
typical lateral cell size was about 20-30 m. The hydrodynamic effects of the jetty at the entrance
to the Champlain Canal near MP 189 were included in the model.

The two-dimensional numerical cells used in Reaches 1 to 7 are presented in Figures 2-4
to 2-10. In Reach 7, 10 lateral cells were used, while 5 lateral cells were employed in Reaches 1
to 6. A summary of grid cells for all reaches is presented in Table 2-1.

Table 2-1. Number of Longitudinal Cells in
One- and Two-Dimensional Hydrodynamic Models

Reach
1
2
3
4
5
6
7
8

1-D Model
18
5
7
34
5
6
10
13

2-D Model -
24
18
12
9
66
13
26
68

QEA, LLC
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/**•*<•' Bathymetric data collected in the TIP by GE in 1991 were used to specify values of ho for
model input (O'Brien & Gere 1993b). The 1991 bathymetric survey collected depth soundings
at about 107,000 points throughout the TIP at river flows that ranged from about 1,700 to 2,700
cfs. The reference water depth (ho) in a particular grid cell was calculated by averaging the 1991
sounding data located within that grid cell. The resulting bathymetric distribution used for TIP
model input is presented in Figure 2-11. Bathymetric input for the two-dimensional models of
Reaches 1 to 7 was developed from transect data collected during the same 1991 survey.

2.2.3 Boundary Conditions

The hydrodynamic models required specification of two types of time-variable boundary
conditions: (1) inflows from upstream and tributary sources and (2) stage height at each dam.
Flow rates measured by the U.S. Geological Survey (USGS) at the Fort Edward gauging station
were used as input at the upstream boundary of the TIP model. The mean flow rate at this
location is approximately 5,200 cfs and the 100-year flood has been estimated to be 47,330 cfs

f (daily average) (USEPA 1996). Daily average flow rates at Fort Edward between 1977 and 1998
are shown in Figures 2-12a and b. The mean flow rates at Stillwater and Waterford, locations of
two other USGS gauging stations on the river, are approximately 6,600 and 8,100 cfs,
respectively.

The Upper Hudson River between Fort Edward and Waterford receives tributary
discharge contributions at an average runoff rate of 1.6 cfs/mi2, from a 1,793 mi2 drainage basin
(Figure 2-13). A summary of the tributaries and associated drainage areas is presented in Table
2-2. Discharge is measured for less than 33% of the drainage area between Fort Edward and
Waterford, making it necessary to estimate tributary flows for a large portion of this drainage
basin.
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Table 2-2. Estimated Tributary and Direct Drainage Discharge to the
Upper Hudson River

Tributary

Snook Kill
Moses Kill
Direct Drainage, R8
Direct Drainage, R7
Direct Drainage, R6
Batten Kill
Fish Creek
Flately Brook
Direct Drainage, R5
Hoosic River
Direct Drainage, R4
Anthony Kill
Direct Drainage, R3
Deep Kill
Direct Drainage, R2

Reach

8
8
8
7
6
5
5
5
5
4
4
3
3
2 ,
2

I

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15

Drainage Area
(mi2)

75
55
31
15
16

431
245

8
79
720
13
63
13
16
13

Pi

0.83
0.61
0.34
0.17
0.18
4.8
2.7

0.016
0.16
1.4

0.025
0.12
0.025
0.031
0.025

Mean Flow
Rate (cfs)

105
77
43
21
23
601
342
14
136

1,353
20
96
20
25
20

Flow rate data collected at the USGS gauging stations at Fort Edward, Stillwater and
Waterford were used to construct monthly-average flow balances for the Upper Hudson River.
Tributary flows were assumed to be proportional to flows measured at USGS gauging stations
located on either Kayaderosseras Creek or the Hoosic River (see Figure 2-13). Kayaderosseras
Creek gauge data were used for tributaries entering between MP 180 and MP 194. Hoosic River
gauge data were used for tributaries entering between MP 159 and MP 180. Direct drainage
runoff was estimated by treating the total direct drainage in a particular reach as an additional
tributary. The modified drainage area proration method, using the appropriate gauging station,
i.e., Kayaderosseras Creek or Hoosic River, was applied to the direct drainage area for each
reach to estimate direct runoff.

For month k, the flow balance between Fort Edward and Stillwater was calculated as:

= «
9 if —

1=8 ' l
(2-7)
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and between Stillwater and Waterford:

(=10

where:
k Q FE = mean flow rate at Fort Edward for month k
k Q ST = mean flow rate at Stillwater for month k
k£?wA = mean flow rate at Waterford for month k
k Q KC = mean flow rate at Kayaderossrras Creek gauge for month k
k Q HR = mean flow rate at Hoosic River gauge for month k
kccps = drainage area proration adjustment factor for Fort Edward to Stillwater

drainage basin for month k
k«sw = drainage area proration adjustment factor for Stillwater to Waterford

drainage basin for month k
Pi = drainage area proration factor for tributary i between Fort Edward and

Waterford

The drainage area proration factor is given by (Table 2-2):

' DA>

»4 „. ^

where:
2= drainage area at Kayaderosseras Creek gauge (90 mi)

D AHR = drainage area at Hoosic River gauge (510 mi2)
DAj = drainage area for tributary i between Fort Edward and Waterford
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Equations (2-7) and (2-8) were solved for kaps and k«sw for each month (Table 2-3).

Table 2-3. Monthly Drainage Area Proration Adjustment Factors
for Upper Hudson River Tributaries

Month
January
February
March
April
May
June
July
August
September
October
November
December

aps
0.87
0.82
0.85
0.81
0.82
0.88
0.76
0.88
0.84
0.95
1.01
0.99

CXsW
0.95
1.11
1.02
0.83
0.81
0.40
0.00
0.00
0.00
0.58
0.78
1.01

Tributaries flow rates, during month k, were estimated using:

i = 8,9

HR

(2-10)

where:

HR

estimated flow rate in tributary i between Fort Edward and Waterford
measured flow rate at Kayaderosseras Creek gauge
measured flow rate at Hoosic River gauge

Monitoring at the Kayaderosseras Creek gauge was discontinued in 1995. Discharge data

collected at the USGS gauging station on Glowegee Creek (DAoc = 26 mi2, Figure 2-13) were
used after this date:

(2-11)
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where:
measured flow rate at Glowegee Creek gauge

A flow balance for the Upper Hudson River, including mean tributary flow rates, is
presented in Figure 2-14. Mean discharge in the river increases by 56% between Fort Edward
and Waterford. Increases in Upper Hudson River flow rate between Fort Edward and Waterford
due to tributary discharge are shown in Figure 2-15, where the large impacts of Batten Kill (MP
182) and Hoosic River (MP 167), which together comprise 67% of the total tributary flow, are
evident.

Stage heights measured by Champlain Canal personnel at the locks in each reach (T.
Rathwell, New York State Thruway Authority, personal communication 1996) were used to
develop a relationship between flow rate and water surface elevation at each dam (Figure 2-16).
The dam rating curves developed from these data have the form:

(2-12)

where:
IDAM = water surface elevation above dam crest (m)
QDAM — flow rate at dam (cfs)
b = reach-dependent exponent
D = reach-dependent constant

Table 2-4. Stage Height Rating Curve Coefficients for Dams in Reaches 1 to 8
Reach

1
; 2
i 3
4
5
6
7
8

D
0.84
1.0
1.1
2.0
1.2
1.6

0.71
0.40

b
0.96
0.51
0.66
0.12
0.90
0.36
0.67
0.44
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The stage height data, and associated rating curve, for Reach 4 (Figure 2-16) are considerably
different from data collected in the other reaches. The hydroelectric plant at the Mechanicville
Dam, which is the highest dam on the Upper Hudson River, primarily controls stage height in
this reach. Operating procedures at the hydroelectric plant tend to keep the pool behind the darn
at a relatively constant level over a wide range of flow rates.

No stage height data are available for Reach 7 as the Champlain Canal bypasses this
section of the river. A simple weir equation was used to estimate water surface elevation
variations at the Reach 7 dam. These dam rating curves were used to specify time-variable water
surface elevation at the downstream boundary of the hydrodynamic models.

2.2.4 Coupling One-Dimensional Hydrodynamic Model to PCB Fate Model

The PCB fate model (see Section 4) required time-varying flow rates, volumes-and
depths calculated by the one-dimensional hydrodynamic model to solve the one-dimensional
transport equation. The one-dimensional model thus provided hydrodynamic information for the
PCB fate model that was used to simulate the water-column transport of PCBs in the Upper
Hudson River. One-dimensional hydrodynamic model information was not used for sediment
transport modeling purposes.

Coupling the one-dimensional hydrodynamic model to the PCB fate model required
manipulation of the hydrodynamic model output such that it was consistent with the structure of
the PCB fate model. Manipulation of the hydrodynamic output was done in four steps: (1)
coupling hydrodynamic output from all eight reaches; (2) spatially collapsing the hydrodynamic
model grid to the PCB fate model grid; (3) temporally averaging the hydrodynamic output; and
(4) flow balancing.

The PCB fate model of the Upper Hudson River has a continuous grid that extends from
Fort Edward to the Federal Dam at Troy. The first step of the model coupling involved taking
the hydrodynamic output from the eight separate reaches and linking that information to produce
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/«—v a continuous grid of hydrodynamic information for the river. The result of this coupling was a
hydrodynamic grid containing 80 cells. The PCB fate model consists of 28 cells, each of which
contain between one and seven hydrodynamic grid cells. Hence, the second step in the coupling
process was to spatially collapse the one-dimensional hydrodynamic output to the PCB fate
model grid. Information from the one-dimensional hydrodynamic model was output as daily
average values for use in the PCB fate model. Finally, the coupling output was flow balanced to
ensure mass conservation. This last step was necessary because coupling of the eight reaches
caused small errors in mass conservation due to flux discontinuities between the coupled
elements, i.e., elements immediately upstream and downstream of a dam.

2.2.5 Coupling Two-Dimensional Hydrodynamic Model to Sediment Transport Model

Information from the two-dimensional hydrodynamic model, i.e., current velocity, water
depth and bottom friction coefficient, was transferred to the sediment transport model for use in
simulating water column transport of suspended sediment and to calculate bottom shear stress.

/*"*-.
f The two models performed simulations on the same numerical grid in a particular reach, so

spatial collapsing of hydrodynamic model output was not necessary. Temporally, the two
models used the same time step and no temporal averaging of hydrodynamic model output was
done.

2.2.6 Summary

Development of model inputs for geometry (bathymetry and numerical grids) and
boundary conditions used a large amount of Upper Hudson River data. Grid resolution for the
one-dimensional model was adequate for simulating water column transport of PCBs. The two-
dimensional model provides sufficient resolution, particularly in the TIP, to accurately represent
lateral and longitudinal variations in bathymetry and bottom roughness (sediment bed type).
Neglect of hydrodynamic effects due to dam operations and structures introduces some
uncertainty into model results, but this approximation should only affect relatively small,

^"^ localized areas in the Upper Hudson River.
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Specification of tributary flow rates was done using an estimation procedure that
employed discharge data from the available USGS gauging stations in the Upper Hudson River
drainage basin. This method used a mass balance approach to ensure that the models would
accurately represent long-term mean flow rates. However, the estimation method produces some
uncertainty in tributary flow rate magnitude and timing on short time scales, e.g., daily

variations. Time-variable stage heights at the downstream boundary of each reach were
specified using data-based rating curves, except in Reach 7, where data were unavailable.
Variability in rating curve data (Figure 2-16) introduces some uncertainty in the specified stage
height at each dam for a particular flow.

2.3 HYDRODYNAMIC MODEL CALIBRATION

2.3.1 Calibration Strategy

Both> hydrodynamic models were calibrated by adjusting friction coefficients in the
models such that the best agreement between predicted and observed water surface elevation was
achieved. The Manning's coefficient, n in Equation (2-2), and effective bottom roughness, Zo in
Equation (2-6), were adjusted for the one- and two-dimensional models, respectively, to achieve
best agreement with water surface elevation data collected at upstream locations in all reaches,
expect Reach 7. Because calibration of the Reach 7 models was not possible due to a lack of
data, the decision was made that friction coefficients determined for the TIP would be used in
Reach 7.

Champlain Canal stage height data collected at Gauge 119, located near the lock entrance
at Fort Edward, were used to develop a rating curve at this location, similar to the stage height
rating curves generated at the dams. Calibration of the models in the TIP was accomplished by
comparing predicted water surface elevations near Fort Edward to stage heights estimated from
the Gauge 119 rating curve. A range of flows, from 2,500 to 35,000 cfs, was used to predict
water surface elevations at the Gauge 119 location. The bottom friction coefficients were
adjusted until the average error over the flow range was minimized.
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' /*""*" Stage height data collected in Reaches 1 to 6 during high flow events in 1993 and 1994
were used to calibrate both models in those reaches. Similar to the TIP, calibration was achieved
in these six reaches by adjusting the friction coefficients in the models so that the best agreement
between observed and predicted stage heights at the upstream extent of a specific reach was
achieved. Champlain Canal stage data collected at the downstream side of each lock were used
for calibration purposes, e.g., Gauge 113 is located below Lock 5C, which is located at the
upstream extent of Reach 5. Note that uncertainty exists in the accuracy of these data because
stage heights were measured by visual observation and, generally, only one observation was
made per day.

2.3.2 One-Dimensional Model Results

A Manning's n value of 0.019 was determined for the TIP based upon the best agreement
between predicted and estimated stage heights at Gauge 119. The mean and median values of

.^ the relative error for the flow rate range of 2,500 to 35,000 cfs were 55 and 22%, respectively.
The mean absolute error for this range of flows was 12 cm (0.39 ft), with minimum and
maximum errors of-0.6 and 25 cm (-0.02 and 0.82 ft). Note that the stage height range at Gauge
119 was about 250 cm (~8 ft) for the flow range considered. The largest errors occurred for flow
rates less than 15,000 cfs, with the mean relative and absolute errors being 93% and 14 cm,
respectively, in that flow range. Gauge 119 stage heights ranged over about 80 cm (~2.7 ft) for
flows less than 15,000 cfs. Uncertainty in specified stage height at the downstream (dam)
boundary of the TIP during low flow rates may contribute to uncertainty, and corresponding
error, in predicted stage height in the vicinity of Gauge 119. The model performed considerably
better for high flow rates (> 15,000 cfs), with errors ranging from 0.5 to 39% (-0.6 to 20 cm) and
a mean error of 16% (10 cm). For flow rates over 15,000 cfs, stage heights had a range of about
170 cm (-5.4 ft).

Calibration results for Reaches 1-4 and 6 during the 1993 spring flood are depicted in
Figure 2-17. Reach 5 calibration results during the 1994 spring flood are given in Figure 2-18.

*•,/—-v Generally, predicted stage heights agree well with observed stage heights during both floods in
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all six reaches. Manning's n coefficients in these six reaches were higher than the TIP
Manning's n, with calibration values of 0.023 in Reach 5 and 0.025 in Reaches 1-4 and 6.

2.3.3 Two-Dimensional Model Results

The hydrodynamic model contains two adjustable parameters: horizontal eddy viscosity
(BH) and effective bottom roughness (z0). The two-dimensional hydrodynamic model was run
with the minimum value of BH needed to ensure numerical stability, which was 0.5 m2/s for the
TIP and 1 m2/s for the other seven reaches of the Upper Hudson River. No adjustment of BH was
made during model calibration or validation.

Spatially variable z0 and Cf,min values depended on local bed type, i.e., cohesive, non-
cohesive or hard bottom (rocky). The distribution of cohesive, non-cohesive and hard bottom bed
areas in the Upper Hudson River is discussed in Section 3. The assumption was made that
cohesive bed areas have lower bottom friction coefficients, corresponding to a smoother surface
due to smaller median sediment particle size, than non-cohesive or hard bottom (rocky) bed
areas. For all cohesive areas in the Upper Hudson River, z0 and Cf,min were set at 75 pm and
0.0020, respectively, and were not adjusted during calibration.

For the TIP, the best calibration results were achieved with z0 = 1,500 pm and Cf>min -
0.0035 in the non-cohesive/hard bottom areas. An average error of 4% resulted for these
parameter values over the flow range of 2,500 to 35,000 cfs. These results are significantly
better than those obtained during the one-dimensional model calibration. The primary reasons
that the two-dimensional model performed better than the one-dimensional model were: (1)
higher resolution numerical grid and (2) more accurate representation of reach geometry.

Model calibration indicated that using the TIP non-cohesive friction factors (ZQ = 1,500
|j,m and Cf>min = 0.0035) in Reaches 1 to 6 produced good results. Model-data comparisons for
Reaches 1-4 and 6 during the 1993 spring flood are presented in Figure 2-19. The model
generally predicted stage height accurately in all five reaches throughout the flood. Peak stage
heights in Reaches 4 and 6 were under-predicted a few times but this disagreement may be due
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to uncertainty in the downstream boundary condition, which was specified using a rating curve
instead of data. Reach 5 calibration results (Figure 2-20) were very good for the entire 1994
spring flood simulation.

2.3.4 Summary

The one-dimensional model results for the seven calibrated reaches were acceptable for
the purposes of this model, i.e., providing transport information for the PCB fate model. Model
accuracy might be improved with increased grid resolution (smaller Ax) but such a modification
would probably have a small effect on PCB fate model simulations. The Manning's n values
determined for the TIP and Reaches 1-6 (ranging from 0.019 to 0.025) are consistent with
Manning's coefficients determined during FEMA Flood Insurance Studies of the Upper Hudson
River (FEMA 1995), which ranged from 0.015 to 0.030.

Very good results for the two-dimensional model calibration give confidence in the
ability of the model to accurately simulate stage height over a wide range of flow rates. These
results indicate that the geometry and bathymetry of the system are well represented by the
model inputs. Consistency of bottom friction coefficient values throughout the seven reaches
suggests that the model may be somewhat insensitive to this parameter, a topic that has been
investigated and is discussed further in Section 2.5.

2.4 HYDRODYNAMIC MODEL VALIDATION

The hydrodynamic models and the tributary flow estimation procedure were validated
using water surface elevation data obtained during the 1983 spring flood in the TIP. Further
validation of the two-dimensional model was accomplished using current velocity data collected
during August 1997 in the TIP. Bottom friction coefficients, i.e., n and z<>, were not adjusted
during model validation, only model boundary conditions were changed, i.e., upstream and
tributary flow rates and stage height at TID. Additional validation of the models was done
through comparison of measured and predicted flow rates at Stillwater and Waterford between
1977 and 1992.
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Stage height data collected during the 1983 spring flood at Gauge 119 were used to
validate the hydrodynamic models in the TIP. This flood had a maximum flow rate at Fort
Edward of 34,100 cfs, which represents a return period of approximately 10 years. The 1983
flood had the highest daily average flow rate measured at the Fort Edward gauge since the gauge
became operational in 1977.

2.4.1 One-Dimensional Model Results

Results of the validation simulation are presented in Figure 2-2la. Predicted stage
heights at Gauge 119 are in good agreement with observed stage heights during the 1983 spring
flood (April 24 to May 16). However, the model under-predicted stage height during the peak of
flood by about 15 cm (~0.5 ft), which should be compared to the stage height range of
approximately 200 cm (~7 ft) during this flood. These results suggest that the Manning's
coefficient for the TIP may depend upon discharge to some extent, with Manning's n being
greater than 0.019 (the calibration value) for flow rates greater than about 30,000 cfs.

The one-dimensional model was run from March 1, 1977 to March 1, 1998 for use in the
PCB fate model. Daily average flow rate data at Stillwater and Waterford are available from
March 10, 1977 to June 30, 1992. Comparisons between predicted and observed daily average
flow rates during this 5,592-day period were made at both locations, see Figures 2-22 and 2-23.
Generally, the model accurately predicted discharge at both locations, with predicted values
being within 30% of the measured values approximately 97 and 93% of the time at Stillwater and
Waterford, respectively.

Another measure of the ability of the model to predict flow rates at Stillwater and
Waterford, and also of the accuracy of the tributary flow estimation method, is through
comparisons of predicted and observed monthly average flow rates. Improved model accuracy
would be expected for monthly average discharge because difficulties with tributary flow
estimation on a daily basis should have a small effect on mean values over the longer time scale.
Model results indicate that this was the case, as is shown in Figure 2-24 and 2-25. Monthly
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average flow rates were predicted quite accurately at both gauging stations.' The predicted long-
term average flow rate was within 1% of the measured mean value at both Stillwater and
Waterford.

2.4.2 Two-Dimensional Model Results

The two-dimensional model validation results are shown in Figure 2-2 Ib. Agreement
between predicted and measured stage heights during this flood was excellent. The model
slightly under-predicted stage height at Gauge 119 at the flood peak and slightly over-predicted
stage height during a portion of the falling limb of the hydrograph (May 10 to 15). Successful
calibration and validation of the model demonstrated that: (1) model geometry and bathymetry
are accurately represented and (2) bottom friction factors used in the model are realistic.

Predicted and observed daily average flow rates at Stillwater and Waterford are compared
in Figures 2-26 and 2-27, respectively. Predicted daily average flow rates were within 30% of
measured values about 95 and 94% of the time at Stillwater and Waterford, respectively. The
cause of the slightly degraded performance of the two-dimensional model, when compared to the
one-dimensional model results, for predicting daily average flow rates at Stillwater and
Waterford is uncertain. Monthly average flow rate comparisons are given in Figures 2-28 and 2-
29. Similar to the one-dimensional results, the two-dimensional model predicted monthly
average discharge more accurately than daily average discharge. The predicted long-term
average flow rate is within 2% of the measured mean value at each location. These results, when
combined with the one-dimensional model results, indicate that the tributary flow estimation
method is credible and reasonably accurate.

GE collected velocity data in the TIP during August 1997 (O'Brien & Gere 1998).
Current velocities were measured along five transects in the vicinity of Snook Kill (Figure 2-30).
Velocities were measured at approximately 25 and 75% of the water depth at each sampling
point along a transect. Data were collected on August 27 and 28, during which the instantaneous
flow rate at Fort Edward varied from about 3,500 to 4,700 cfs. Flow rates in tributaries upstream
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of the transect locations were not measured. Measured flow rates at the transects ranged from
3,550 to 5,040 cfs.

Steady-state circulation in the TIP was simulated with the two-dimensional model for
each of the flow rates measured at the five transects. Comparisons of predicted and observed
velocity distributions along each transect are presented on Figure 2-31. Velocity data on that
figure are the mean values of measurements made at 25 and 75% of the water depth. A hand-
held velocity meter was used to collect these data and, hence, uncertainty in measured velocities
exists, e.g., due to current meter accuracy, operator error and orientation of the meter to the river
current. Accuracy of the velocity meter is approximately ±3 cm/s and that uncertainty is

•K,<

depicted as error bars on the data in Figure 2-31. Additional uncertainty in the data cannot be
quantified, but would probably be larger than the displayed error bars due to meter accuracy.
Generally, fair agreement was achieved between predicted and observed velocity distributions.
The model tended to over-predict velocities along the western shore and under-predict mid-
channel velocities, which is probably due to poor grid resolution in the nearshore areas in this
portion of the TIP.

Sensitivity of the velocity distributions to bathymetry and friction parameters was
investigated to determine if the model predictions could be significantly improved. Bathymetry
data collected along the August 1997 transects were used to modify model inputs in this portion
of the TIP. Generally, the original model bathymetry agreed well with the transect data, except
along the west shore, which the data indicated was shallower in the near shore region.
Simulations using the modified bathymetry, however, did not produce velocity distributions
significantly different from those predicted using the original bathymetry. The impact of model
parameters, i.e., BH and TO, on the predicted velocity distributions was investigated by varying
those parameters over large ranges. Similar to the bathymetry modification, parameter variation
had a minimal effect on the velocity distributions. These results indicate that the probable cause
of the disagreement between predicted and observed velocity distributions is poor resolution of
the islands along the eastern shore. The islands across from Snook Kill complicate circulation
patterns in this region of the TIP. Resolution of the islands, and the channels between them, is
probably inadequate for accurately simulating flow patterns in this region. Increased grid
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resolution, by at least a factor of two, would be needed to improve model performance in this
region.

2,4.3 Summary

Both hydrodynamic models were able to predict stage height variations in the TIP during
a large flood accurately. The one-dimensional model tended to under-predict stage height at
Gauge 119 during the highest discharge, suggesting that the effective Manning's n for the TIP
may increase for flow rates greater than about 30,000 cfs. Daily and monthly average flow rates
at Stillwater and Waterford were predicted with adequate accuracy, with monthly average
discharge being predicted more accurately than daily average flow. Velocity distributions in the
vicinity of the TIP islands were not predicted with high accuracy. However, inability to
adequately resolve the island geometry with the present two-dimensional numerical grid was
probably the cause of discrepancies between observed and predicted velocity distributions in that
region.

2.5 MODEL SENSITIVITY AND UNCERTAINTY

Sensitivity of the hydrodynamic models to bottom friction parameter values was
evaluated using the 1983 spring flood simulation in the TIP. For the one-dimensional model,
Manning's coefficient values of 0.015 and 0.023 were used in the sensitivity runs, which
represented a range of + 0.004 about the calibration value of 0.019. The effective bottom
roughness, z0, in the non-cohesive bed area was increased and decreased by a factor of two, i.e.,
750 and 3,000 pm, for the two-dimensional model sensitivity analysis.

One-dimensional model sensitivity results are illustrated in Figure 2-32. The model is
slightly more Sensitive to decreasing Manning's n than to an equal increase in that parameter.
The mean differences between predicted stage heights at Gauge 119, with respect to the original
validation run, were 25 and -27% for high and low Manning's n values, respectively. These
results show that the one-dimensional model is relatively sensitive to variations in Manning's n.
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Thus, the Manning's n value of 0.019 determined during model calibration 'has a low degree of
uncertainty associated with it.

The two-dimensional model was relatively insensitive to the factor of two changes in z0

investigated (Figure 2-33). Similar to the one-dimensional model, the model was more sensitive
to increasing than decreasing z0. Mean differences in predicted stage height were 1.3 and < -
0.1% for the high and low bottom roughness values, respectively. Insensitivity of the two-
dimensional model to variations in z0 indicates that TIP geometry inputs, i.e., bathymetry and
shoreline, are the primary factors controlling water surface elevations calculated by the model.
This result demonstrated that TIP geometry was accurately represented in the model. Note that
careful examination of Figures 2-21b and 2-33a reveals that varying bottom roughness from
1,500 to 750 |J,m ̂ caused negligible changes in predicted stage height at Gauge 119. This result
was due to the use of Cfimin in Equation (2-6), and it indicated that Cf,min was specified at many
non-cohesive grid elements for bottom roughnesses of 750 and 1,500

These results, coupled with the two-dimensional model calibration results in Reaches 1 to
6, show that the value of the non-cohesive bottom roughness is relatively uncertain. This finding
may have important implications for the sediment transport model because the bottom roughness
coefficient affects bottom shear stress, which is a primary variable that controls resuspension and
deposition. The effect of varying z0 on sediment transport simulations in the TIP was
investigated, see Sections 3.4 and 3.5.
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Figure 2-22. Comparison of measured and predicted daily average flow rates at Stillwater,
one-dimensional model results.
Dashed lines represent +/- 30% error bounds.
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Figure 2-23. Comparison of measured and predicted daily average flow rates at Waterford,
one-dimensional model results.
Dashed lines represent +/- 30% error bounds.
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Figure 2-24. Comparison of measured and predicted monthly average flow rates at Stillwater,
one-dimensional model results.
Dashed lines represent +/- 30% error bounds.
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Figure 2-25. Comparison of measured and predicted monthly average flow rates at Waterford,
one-dimensional model results.
Dashed lines represent +/- 30% error bounds.
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Figure 2-26. Comparison of measured and predicted daily average flow rates at Stillwater,
two-dimensional model results.
Dashed lines represent +/-30% error bounds.
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Figure 2-27. Comparison of measured and predicted daily average flow rates at Waterford,
two-dimensional model results.
Dashed lines represent +/-30% error bounds.
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Figure 2-28. Comparison of measured and predicted monthly average flow rates at Stillwater,
two-dimensional model results.
Dashed lines represent +/-30% error bounds.
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Figure 2-29. Comparison of measured and predicted monthly average flow rates at Waterford,
two-dimensional model results.
Dashed lines represent +/-30% error bounds.
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SECTION 3
SEDIMENT TRANSPORT MODEL

3.1 MODEL STRUCTURE AND EQUATIONS

A numerical model called HEC-6 has been widely used for evaluating sediment transport
processes in rivers (U.S. Army Corps of Engineers 1976, 1990). This model has proven to be
useful in a number of river studies, including previous Upper Hudson River modeling efforts
(Zimmie 1985). However, this model does have its limitations. First, HEC-6 is a one-
dimensional hydrodynamic model; therefore, lateral variations in the river flow cannot be
resolved. This limitation is especially important when studying rivers such as the Upper Hudson
River. Second, the original version (1976) of the model did not simulate erosion of fine-grained,
cohesive sediments, only deposition of clays and silts was allowed in that version of the model.
A new version (1990) of HEC-6 incorporates the work of Partheniades (1965) and Ariathuri and

( Krone (1976) on cohesive sediment erosion.

Development and application of two-dimensional and three-dimensional cohesive
sediment transport models were reviewed by the Task Committee of American Society Civil
Engineers on Fine Sediment Processes (1989). Various models were discussed with an emphasis
on the STUDH model, a two-dimensional, vertically-averaged model using the sediment
dynamics of Ariathuri and Krone (1976). Applications reviewed were primarily limited to
cohesive sediment transport in estuaries and coastal waters, with no presentation of studies in
rivers. Application of a vertically-averaged, finite element model for cohesive sediment
transport, CSTM-H, to simulate sedimentation in a small yacht basin was presented by Hayter
and Mehta (1986).

The sediment transport model used in the present study, and discussed here, is a modified
version of the SEDZL sediment transport model that was originally developed by Ziegler and

,, ^^ Lick (1986). SEDZL has been used in a number of sediment transport studies, including the Fox
River in Wisconsin (Gailani et al. 1991), Pawtuxet River in Rhode Island (Ziegler and Nisbet
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1994), Lake Erie (Lick et al. 1994), Saginaw River in Michigan (Cardenas et al 1995), Buffalo
River in New York (Gailani et al. 1996) and Watts Bar Reservoir in Tennessee (Ziegler and
Nisbet 1995).

3.1.1 Suspended Sediment Dynamics

Suspended sediment particles in a river have a large range of sizes, from less than 1 p,m
clays to medium sands on the order of 400 jam. Simulation of the entire particle size spectrum is

impractical. Therefore, particles were broadly segregated into two groups: silts and clay, that
may interact and form floes and sands that are transported as discrete particles. The model uses
this approach to approximate the particle size spectrum. "Class 1" particles include all the
cohesive particles, i.e., clays and silts, with disaggregated particle diameters of less than 62 kum,
while the "class 2" particles include coarser, non-cohesive sediments, primarily fine sands with
diameters between 62 and 250 |im.

The Upper Hudson River water column is assumed to be well-mixed and suspended fine-
grained sediment concentrations are assumed to be uniformly distributed within the water
column. For these conditions, a two-dimensional, vertically-averaged sediment transport
equation for size-class k (k = 1,2) was applied (Ziegler and Nisbet 1994):

k "dt dx dy dx * dx dy y dy

where:
Ck = concentration of suspended sediment of size-class k (M/L3)
Ex, Ey = horizontal eddy diffusivities along the x- and y-axes, respectively (L2/T)
Rk = resuspension (erosion) flux of size-class k (M/L2-T)
Dk = deposition flux of size-class k (M/L2-T)
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Results from the two-dimensional hydrodynamic model provide information about the transport
field in Equation (3-1), i.e., ux, uy and h. Similar to the hydrodynamic equations, Equation (3-1)
has been transformed into an orthogonal, curvilinear coordinate system and solved numerically.

Long-term sediment transport simulations, i.e., 20 to 30 years, were conducted with this
model, making it necessary to account for bathymetric changes due to deposition and erosion.
As discussed in Section 2.1.2, sediment bed elevations predicted by the model were used to
dynamically adjust reference water depths (h0) in the two-dimensional hydrodynamic model.
This coupling produced a feedback mechanism between the sediment transport and
hydrodynamic models.

As mentioned above, cohesive sediments in the water column range from clay particles
smaller than 1 |im up to ~62 jam silts. The discrete particles aggregate and form floes that can
vary greatly in size and effective density. Variations in concentration and shear stress affect both
floe diameter and settling speed (Burban el al. 1990). Modeling the settling characteristics and
associated depositional fluxes of cohesive sediments in a natural water system is difficult.

One way to model cohesive sediment deposition is to use multiple size classes to
simulate particle/floe heterogeneity in the water column. Difficulties with this approach include:
(1) specification of composition of sediment loading from tributaries; (2) obtaining data for
model calibration/validation; and (3) computational constraints.

Previous modeling studies (Ziegler and Nisbet 1994, 1995; Gailani et al. 1996) have
shown that an effective approximation is to treat suspended cohesive sediments as a single class.
This approach assumes that the settling and depositional characteristics of cohesive sediments
can be represented by average values of a distribution of properties. Using this approximation,
the deposition flux of cohesive (class 1) sediments to the sediment bed is expressed as (Ziegler
and Nisbet 1994):

(3-2)

where:
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Ws>i = cohesive sediment settling speed (L/T)
PI = probability of deposition for cohesive sediments

Settling speeds of cohesive floes have been measured over a large range of
concentrations and shear stresses in freshwater (Burban et al. 1990). The Durban settling speed
data for cohesive floes in freshwater were analyzed to develop a formulation to approximate the
effects of flocculation on settling speed. This analysis indicated that the settling speed is
dependent on the product of the concentration (d) and the water column shear stress (G) at
which the floes are formed, resulting in the following relationship:

(3-3)

where the units of Ws,i, d, and G are m/day, mg/1 and dynes/cm2, respectively (Figure 3-1). For
a depth-averaged model, as used in this study, the relevant shear stress for use in Equation (3-3)
is the bottom shear stress (tb), i.e., G = tb = Cf q2.

Modeling suspended cohesive sediments as a single class, with an effective Ws>i given by
Equation (3-3), makes it necessary to use a probability of deposition (Pi) to parameterize the
effects of particle/floe size heterogeneity and near-bed turbulence on the deposition rate. The
complex interactions occurring in the vicinity of the sediment-water interface cause only a
certain fraction of the settling cohesive sediments, represented by PI, to become incorporated
into the bed (Krone 1962, Partheniades 1992). An experimentally-based formulation that
represents the effects of variable floe size on probability of deposition was developed by
Partheniades (1992), see Figure 3-2:

(3-4)

where:
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Y = 2.04 In 0.251
4,min

(3-5)

and

bottom shear stress below which Pi = 1 (dynes/cm2)

Class 2 particles, i.e., non-cohesive fine sands, suspended in the water column are
assumed to have an effective settling speed (Ws>2) that corresponds to an effective particle
diameter (d2). The depositional flux for this sediment class is then:

A = PFi.J'C, (3-6)

where:
?2 = probability of deposition for non-cohesive sediments
F = class 2 stratification correction factor

Details concerning methods for calculating F, Ws,2 and Pa are presented in Appendix A.
Significant vertical stratification of class 2 sediment can occur in the water column due to the
high settling speeds of fine sands. This characteristic means that accurate calculation of class 2
deposition flux requires use of the near-bed concentration (Ca,2), where Ca,2 = FC2 and F > 1.
Note that F is dependent upon WSi2, tb, bottom roughness and local depth (see Appendix A). The
relationship between Ws,2 and d2, which was developed by Cheng (1997), is presented in Figure
3-3.

3.1.2 Cohesive Sediment Bed Dynamics

Only a finite amount of material can be resuspended from a fine-grained, cohesive
sediment bed exposed to a constant bottom shear stress. This phenomenon, referred to as bed
armoring, has been observed and quantified in a number of laboratory (Parchure and Mehta
1985, Tsai and Lick 1987, Graham et al. 1992) and field studies (Hawley 1991, Amos et al.
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1992). The amount of fine-grained sediment resuspended from a cohesive deposit is given by
(Gailani etal. 1991):

T >T (3-7)

where:

e = net mass of resuspended sediment per unit surface area (M/L2)
ao = site-specific constant
Td = time after deposition in days
N, n = exponents dependent upon the deposition environment
tcr = effective critical shear stress (dynes/cm2)

Note that e is referred to as the resuspension potential.

Experimental results show that cohesive sediment is eroded over a time period on the
order of one hour (Tsai and Lick 1987, Maclntyre et al. 1990). Thus, the total resuspension rate
(Rtot,coh) is given by:

(3"8)

where Rtot,coh is assumed to be constant until all available sediment is eroded. Once the amount e
has been resuspended, Rtot,coh is set to zero until additional sediment is deposited and available
for resuspension or until the shear stress increases (Gailani et al. 1991). The resuspension rate of
class k (Rk) sediment from the cohesive bed is then given by:

where:
fk = fraction of class k sediment in the surficial layer of the cohesive bed
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The present study models two classes of suspendable sediment, with f\ corresponding to the
fraction of cohesive particles (clay and silt) in the bed and fa representing the fraction of
suspendable non-cohesive particles (fine and medium sand with particle diameters between 62
and 425 |im). The total fraction of suspendable sediment in the bed (fsus = fi + fa) is equal to one
in the cohesive bed. In non-cohesive bed areas, fsus can be less than or equal to one, depending
on local conditions (see Section 3.2.1 for further discussion).

The effects of bed consolidation with depth and horizontal variations in bed composition
are simulated using a three-dimensional model of the cohesive sediment bed. The layered bed
model conserves mass, with mass flux occurring only at the sediment-water interface due to
deposition and resuspension. Vertical variations of sediment bed consolidation, or equivalently
porosity, are accounted for by discretizing the bed into seven layers. The time after deposition of
the layers increases linearly from one day at the surface, which is composed of freshly deposited
sediment, to seven days in the bottom layer. Previous laboratory studies (Tsai and Lick 1987,

^^, Maclntyre et al. 1990) indicate that consolidation effects on resuspension are minimal after about
seven days of consolidation. Therefore, the maximum age of deposited sediments was set at
seven days. Consolidation effects on resuspension are accounted for in Equation (3-7) by the
(Td)"N term, which causes the resuspension potential (e) to decrease as the bed consolidates with
time. The critical shear stress, Tcr, was assumed to be constant in all layers of the bed. The
model accounts for changes in bed composition, i.e., fj and fa, due to resuspension and
deposition during the course of a simulation.

3.1.3 Non-Cohesive Sediment Bed Dynamics

The non-cohesive suspended load transport model developed by Ziegler and Nisbet
(1994), and applied to the Pawtuxet River (Rhode Island), was modified and enhanced for
application to the Upper Hudson River. A complete description of the model is presented in
Appendix A but a general overview will be presented here. The resuspension of sediment from
the non-cohesive portion of the sediment bed in the Upper Hudson River was calculated using a
procedure developed by van Rijn (1984). The van Rijn method has been shown to yield good
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results for predicting suspended load transport of sands (van Rijn 1984; Garcia and Parker 1991;
van Rijn elal. 1993).

Non-cohesive sediment beds that contain a wide range of particle sizes, from clay, silt,
fine sand and medium sand (which are suspendable) to coarse sand and gravel (which are only
transportable as bed load), will experience the phenomenon known as bed armoring during a
resuspension event. Bed armoring occurs when fine-grained sediment is eroded from a
heterogeneous sediment bed and the coarser material that cannot be resuspended remains on the
bed surface. As the erosion process continues, the suspendable sediment in the near-surface
layer, referred to as the active layer, is depleted and a layer of coarse, non-suspendable sediment
forms. Continuous depletion of suspendable sediment in the active layer will eventually reduce
the erosion rate to zero. At this point, the active layer is composed entirely of non-suspendable
sediment, and the sediment bed has become armored (Shen and Lu 1983; Karim and Holly 1986;
Jain and Park 1989; Rahuel et al. 1989; van Niekerk et al. 1992).

Non-cohesive areas of the sediment bed in the Upper Hudson River typically contain a
significant fraction of non-suspendable material. For example, on average, coarse sand and
gravel comprise approximately 50% of the non-cohesive bed in the TIP. Thus, the effects of bed
armoring must be included in a non-cohesive sediment transport model applied to this river.
Erosion rates will be significantly over-estimated if bed armoring effects are not considered
during a sediment transport simulation of a flood event.

The thickness of the active layer is of critical importance in applying this model. An
expression for the active layer thickness, which is a linear function of the local bottom shear
stress, was proposed by van Niekerk et al. (1992). A modified form of their formulation was
used in this study:

2^50 » TA <TC50

2^50
(3-10)

-Tc50
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where:
Ta = active layer thickness (L)

- median particle size of bed sediment (L)
= critical shear stress for initiation of bed load based upon the parent bed dso

B = adjustable constant

Note that Equation (3-10) reduces to the original van Niekerk et al. (1992) equation when B is
equal to 1. Varying hydrodynamic conditions affect the active layer thickness, with Ta

increasing as the current velocity (and Tb) increases, which causes the amount of sediment that is

available for resuspension to increase. The dependence of Ta on Tb is not well known and the
constant (B) in Equation (3-10) was adjusted during model calibration to account for local
conditions in the Upper Hudson River.

Other expressions have been proposed for the active layer thickness, e.g., Borah et al.
(1982), Karim and Holly (1986) and Jain and Park (1989). For the bed parameters used in this
study, the Borah et al. (1982) formulation reduces to:

where: dnon — effective particle size of non-suspendable bed material
(1 - £fa,ic ) = fraction of the active layer composed of non-suspendable sediment
fa>k = fraction of class k sediment that is suspendable in the active layer
X = bed porosity

This active layer thickness equation only depends upon bed properties and it is insensitive to
variable hydrodynamic conditions. The Jain and Park (1989) expression is very similar to the
Borah et al. (1982) equation, with Ta depending upon non-suspendable particle size and fraction
of the material in the bed.
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The Karim and Holly (1986) relationship depends upon bed properties and bottom shear
stress:

Ta=±H(\-C£) (3-12)

where:

H = dune height
£ = fraction of area covered with non-moving particles (the bed is armored

when £ = 1)
Ci = adjustable constant (0— »1)

Dune height is given by:

H = ^(0.08 + 0.750 -2.0102 +2.6S03 -1.0904) (3-13)

and the non-dimensional bottom shear stress (0) is (with Tb and dso in cgs units):

«50
(3-14)

For 0 > 1.5, a plane bed is achieved and H = 0. Thus, this relationship depends on both bed
properties and bottom shear stress, as does the formulation used in the Upper Hudson River
model.

None of these active layer thickness formulations were developed from laboratory or
field data. The relationship between bed properties and/or bottom shear stress in each equation
was hypothesized and supported by qualitative, mechanistic arguments, with no data used to
support the proposed Ta equations. Hence, active layer thickness formulations used in non-
cohesive bed armoring algorithms must be considered to be mathematical constructs that
approximate a complicated, and poorly understood, physical process. At present, the available
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formulations are based on rational physical arguments. However, the equations are not
universally applicable because of their general, qualitative nature. Thus, development of a model
for a particular riverine system, such as the Upper Hudson River, will probably require
modifications of the active layer thickness formulation to account for system-specific conditions.
Better understanding of the bed armoring process, and specification of Ta, will require additional
laboratory and field data, and corresponding theoretical development, which are active topics in
non-cohesive sediment transport research.

The bed armoring formulations discussed in Appendix A include a hiding factor, Hk, for
size-class k sediment that has been used in other studie? (Karim and Kennedy 1981, Rahuel et al.
1989). For an armoring bed, Hk is less than one, which effectively reduces the resuspension rate
(Rk) from the non-cohesive sediment Led. In this study, we found that during initial model
calibration efforts the use of a hiding factor was unnecessary. Thus, Hk was set equal to one in
all simulations.

Bed load transport of non-cohesive sediments was neglected in this study for several
reasons. First, bed load transport involves the near-bed transport of coarse sand and gravel,
which means that these coarse sediments do not directly affect water column transport of
particle-sorbed PCBs. Therefore, including a bed load model would provide minimal
improvement in the predictive capabilities of the PCB fate model. Second, bed load transport
within a particular reach is limited to that reach because the dams prevent bed load transport of
sediments between reaches. Third, bed load transport is difficult to measure and Upper Hudson
River bed load data were either sparse or non-existent in the various reaches of the river. This
situation made development and calibration of a credible bed load model difficult to impossible.

3.1.4 Summary

The formulations used in this study to represent resuspension, deposition and transport of
fine-grained sediment in the Upper Hudson River yielded a modeling framework that is
mechanistic and has a strong experimental foundation. Many of the deposition and resuspension
parameters were determined from laboratory or Upper Hudson River data, with a small number
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_ 1
of free parameters available for adjustment during model calibration. Using a minimum number <
of calibration parameters (only two in the present study) tightly constrains the model and
provides, after successful calibration and validation, increased confidence in the model's •'
capabilities and accuracy.

As in the development of any sediment transport model, assumptions and approximations
were necessary to make the problem solvable. Use of two sediment classes to approximate the
wide distribution of particle sizes in the water column and sediment bed is an obvious (and "
necessary) simplification; earlier modeling studies have shown this approximation to be "
effective. Effects of flocculation on cohesive (class 1) sediment settling speed have been P
approximated using a data-based formulation that was assumed to be applicable to suspended
cohesive particles/floes in the Upper Hudson River. The high settling speed of non-cohesive 1
(class 2) can invalidate the assumption of a well-mixed water column, which was used in the
application of Equation (3-1), due to vertical stratification of fine sands. A stratification I
correction factor (r) was introduced to solve this problem.

Simulating the non-cohesive bed armoring process is one of the most critical
approximations in this analysis. This complex process was approximated using the concept of an I
active layer, the thickness of which (Ta) is poorly understood. Various expressions have been

9

proposed for calculating Ta, but only qualitative arguments were used to support the 1
development of those formulations; no experimental data are available to directly support

1available Ta equations. Uncertainty is thus introduced into simulations due to this •
k

approximation. However, successful calibration and validation will provide evidence that the
£

non-cohesive bed armoring, which is represented mechanistically, has been properly
parameterized for the Upper Hudson River.

Cohesive and non-cohesive sediment resuspension were assumed to be caused only by
bottom shear stresses due to current velocities. Other possible physical mechanisms that
generate turbulence at the sediment-water interface include wind waves, boat waves, prop wash
and ice scour. All of these processes have minimal effect on sediment resuspension for the ._
temporal and spatial scales of importance when considering PCB fate in the Upper Hudson
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,^—v. River. Therefore, explicit inclusion of these processes in the sediment transport model was not
necessary for this study.

3.2 APPLICATION TO THE UPPER HUDSON RIVER

3.2.1 Representation of the River

The sediment transport model used the same numerical grid in each reach of the Upper
Hudson River as the two-dimensional hydrodynamic model. Thus, similar to the hydrodynamic
model, a separate sediment transport model was developed and calibrated for each reach. This
process required that the sediment transport models be run sequentially from Reach 8 to Reach 1,
with the temporally variable sediment load predicted at the dam of a reach being used as the
upstream boundary condition for the adjacent downstream reach.

Side-scan sonar surveys were conducted by USEPA in Reaches 6, 7 and 8 (Flood 1993).
C Data from the side-scan sonar surveys were used to determine the distribution of various

sediment bed types, e.g., fine, coarse and rock, in these reaches of the Upper Hudson River
(Figure 3-4). The sediment transport model required specification of a bed map that
distinguishes between three types of sediment: (1) cohesive; (2) non-cohesive; and (3) rock or
hard bottom. Bed maps for Reaches 8, 7 and 6, based on side-scan sonar data, are presented in
Figures 3-5, 3-6 and 3-7, respectively. A bed map of fine and coarse areas in the TIP was
developed by Brown et al. (1988) from various bed property data sets (both qualitative and
quantitative information). Comparison of the Brown et al. (1988) bed map with the TIP bed map
(Figure 3-4) showed remarkable consistency, which provided added confidence in the accuracy
of the side scan sonar bed map for that reach. Sediment bed maps for Reaches 1 to 5 were
developed using bed type information collected by GE in 1997 (QEA 1998a). A summary of
bed areas is provided in Table 3-1.
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Table 3-1. Cohesive Bed Areas in Reaches 1 to 8
Reach

8
7
6
5
4
3
2
1

Total Bed Area
(mi2)
0.69
0.31
0.41
1.90
0.45
0.43
0.69
0.93

Cohesive Bed Area
(mi2)
0.15

0.016
0.11
0.36
0.15
0.022
0.027
0.005

Relative Cohesive
Area(%)

22
5

27
19
34
5
4
<1

Side-scan sonar data collected in Reaches 6, 7 and 8 provided excellent spatial coverage
of surficial bed types in those reaches. However, uncertainty does exist in the bed maps
generated from that data because those bed maps were developed from interpretations of the raw
side-scan sonar images (Flood 1993). The interpretations were somewhat subjective, even
though ground truthing was done to minimize the subjectivity. More uncertainty exists in the
bed maps developed for Reaches 1 to 5 because the spatial coverage along this approximately
30-mile long stretch of river was somewhat limited. Bed map sampling was done along 77
transects in these five reaches, which resulted in estimates of bed type being made in grid cells
not located along a transect. The uncertainty in model results due to bed mapping uncertainty,
for all eight reaches, cannot be easily quantified but it should be acknowledged to exist.

A review of bulk bed property data for cohesive sediments in the TIP indicated no
definite spatial trends. Therefore, average values, based on available data, were used to specify
the dry density (0.87 g/cm3) and initial composition (fi = 0.32) in the cohesive bed areas.
Cohesive sediments in Reaches 1 to 7 were assumed to have the same dry density and initial
composition as TIP cohesive sediments. An average dry density of 1.38 g/cm3 was applied to
non-cohesive sediments in all reaches based on bulk property data (Limno-Tech 1997).

A field study was conducted during November 1990 to measure in situ resuspension
potential of cohesive sediments in the Upper Hudson River (HydroQual 1995a). Analysis of TIP
data indicated that an appropriate value for the exponent n in Equation (3-7) is 2.94. The TIP
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data also exhibited a spatial variation in the site-specific constant, ao, with lower ao upstream of
MP 191 (approximately). Thus, ao = 0.035 for cohesive sediments upstream of MP 190.7 and ao
- 0.107 for cohesive sediments downstream of that location (Figure 3-8). Cohesive sediments
immediately downstream of the jetty at the entrance to the Champlain Canal, at about MP 189,
were more easily resuspendable and ̂  = 0.239 in that small area. Data in Reaches 1 to 7 were
insufficient to confidently perform a log-linear regression analysis to determine the exponent n,
as was done in the TIP, for each of those reaches. Thus, it was assumed that the exponent n was
approximately equal to the value determined from TIP data (2.94) and it was set equal to 3.0 in
Reaches 1 to 7. Reach-specific values of 3o were determined from the data collected in Reaches
1 to 7, with these values ranging from 0.067 to 0.340 (HydroQual 1995a)J. Values of TCT = 1
dyne/cm2, N = 0.5 and Td,max = 7 days were used in the calculations of ao (HydroQual 1995a) and
all model simulations.

The non-cohesive suspended load transport model required specification of median
particle diameter (dso) and suspendable sediment fractions (i.e., fi and $2) in the non-cohesive
bed. As discussed in Section 3.1.2, the non-cohesive bed is composed of suspendable particles
(clay, silt, fine and medium sands, with particle diameters < 425 |im) and non-suspendable

particles (coarse sand and gravel, with particle diameters > 425 fim, that are only transported as
bed load). The total fraction of suspendable sediment in the non-cohesive bed (fsus = fi + fa) can
be less than or equal to one, depending on local conditions.

The non-cohesive transport model is sensitive to local values of dso, fi and fa. Data for
these quantities are highly variable. Hence, it was necessary to develop spatial distributions for
dso, fi and fa to realistically simulate non-cohesive suspended load transport in the Upper Hudson
River.

A relationship between median particle diameter (dso) and fraction of suspendable
sediment (fsus) in the non-cohesive bed was determined from grain size distribution data collected
from the TIP (Figure 3-9):

1 All a0 values are for e in mg/cm2.
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^o=135/;J'67 • (3-15)

where dso has units of

Spatial distributions for dso, fi and f2 were estimated by assuming that a relationship
exists between local bottom shear stress and dso, i-e., dso = f(tt>)- The hydrodynamic model was
used to predict the bottom shear stress distribution for the non-cohesive bed at a given flow rate
(30,000 cfs). The functional relationship between dso and it was adjusted until the predicted and
measured distributions of d50 were in general agreement (Figure 3-10). The resulting function is
(for dso in |im):

d!0=140e"«; , r,<0.45
!M , I > 0.45

where:
tn = normalized bottom shear stress

tmax = maximum bottom shear stress in non-cohesive bed area at given flow rate
(47 dynes/cm2 at 30,000 cfs)

The predicted spatial distribution of dso is presented in Figure 3-11.

This process was validated as follows. Similar to Equation (3-15), a log-linear
correlation between f2 and dso was observed in the data (R2= 0.80):

(3-17)

Predicted dso values, from Equation (3-16), were used in Equation (3-17) to generate a predicted
distribution of f2 in the TIP. The resulting comparison with observed f2 values is presented in
Figure 3-10. The average predicted and measured f2 values in the TIP non-cohesive bed area
were 0.29 and 0.34, respectively. The good agreement between predicted and measured f2

indicates that this procedure yields reasonable spatial distributions of dso and f2. Non-cohesive
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bed data did not indicate a strong relationship between d50 and fi. Thus, an' average fi value of
0.065 was used throughout the TIP non-cohesive bed.

Initial distributions of dso, fi and fa in Reaches 1 to 7 were developed using the same
procedure applied to the TIP. Due to relatively sparse bed data downstream of the TIP, bed
property data and shear stress distributions in these seven reaches were combined to determine a
functional relationship between dso and bottom shear stress. Bottom shear stress distributions were
predicted in each reach at a given flow rate, with the flow rate in the river being proportionally
increased due to tributary inflows (based on a flow rate at Fort Edward of 30,000 cfs). Similar to
the relationship developed in the TIP, for Reaches 1 to 7 (Figure 3-12):

° , Tn<0.45
= 6000r,2 , T_£0.45

where dso has units of (am and i^x. = 114 dynes/cm2 (in Reach 7). Bed data were insufficient in

Reaches 1 to 7 to develop credible relationships between dso, fi, $2 and fsus as was done in the TIP.
Thus, it was assumed that the TIP relationships between these quantities were applicable to Reaches
1 to 7; for these seven reaches, Equations (3-15) and (3-17) were used and fi had an initial value of
0.065.

The spatial distributions of dso, fi and fa that were estimated using the above procedure
are initial conditions for the model. The non-cohesive sediment bed model tracks temporal
changes in fi and fz in each grid cell due to resuspension and deposition. The data-based
relationship between d50 and fsus, Equation (3-15), was used to dynamically adjust d50 during a
simulation.

3.2.2 Sediment Transport Model Boundary Conditions

Sediment loading at the upstream boundary of the model (Fort Edward) and from the TIP
tributaries was estimated using TSS concentration data collected at those locations. Sediment
rating curves, which relate TSS concentration to flow rate, were developed using available data
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for the Hudson River at Fort Edward, Snook Kill and Moses Kill. To correct for bias introduced
when performing log-linear regression analyses on the data, the minimum variance unbiased
estimator (MVUE) method of Cohn et al. (1992) was used. The resulting rating curves for Fort
Edward, Snook Kill and Moses Kill are shown in Figures 3-13, 3-14 and 3-15, respectively.
Sediment loading from TIP direct drainage was estimated using a rating curve that was the
average of the rating curves for Snook and Moses Kills. The Fort Edward rating curve is:

o o ' ' (3"19)

where:
CFE = sediment concentration at Fort Edward (mg/1)
QFE = Fort Edward flow rate (cfs)

The rating curves for Snook Kill, Moses Kill and TIP direct drainage have the form:

» Qtrib — xltrib

_ (3-20)
' Qtrib > Qtrib

Wrib)

where:
Ctnb = tributary sediment concentration (mg/1)
Qtrib = tributary flow rate (L3/T)

Q tiib = mean flow rate of the tributary (L3/T)

The coefficient Anib has values of 6.5, 8.0 and 1.9 for Snook Kill, Moses Kill and TIP direct
drainage, respectively. The exponent Noib has values of 1.7, 1.5 and 1.6 for Snook Kill, Moses
Kill and TIP direct drainage, respectively. The tributary rating curves produced a sediment yield
of 53 MT/yr-mi2 for the TIP drainage basin. Note that the effective direct drainage area for
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y—v, sediment runoff is only 8 mi2. The remaining 23 mi2 of direct drainage do not contribute
sediment to the TIP because this area drains into the Champlain Canal.

Specification of the upstream boundary condition for sediment loading at Fort Edward for
model calibration and validation simulations used a combination of TSS concentration data and
rating curve estimates. Fort Edward solids loads were specified using TSS concentration data
when data were available. Equation (3-19) was used to estimate TSS concentration at that
location when data were not available.

The potential impact of hysteresis on solids loading at Fort Edward was also investigated.
Solids loading hysteresis occurs when TSS concentrations are much higher on the rising limb of
a flood hydrograph than TSS concentrations on the falling limb of the hydrograph. This
phenomenon occurs in many rivers and has been observed frequently at Fort Edward. Attempts
were made to incorporate hysteresis effects into the Fort Edward rating curve. Unfortunately,
significant variability in TSS concentrations occurred between individual high flow events. This

(~ situation made it difficult to develop a credible method for including hysteresis effects in the Fort
Edward rating curve. Thus, hysteresis effects were not included in Fort Edward solids loading
estimates.

Tributary TSS concentration data for Reaches 1 to 7 were insufficient to generate rating
curves that could adequately specify sediment loading to the Upper Hudson River. Therefore, a
procedure was developed to estimate sediment loading from tributaries downstream of the TIP
that used data-based mass balances on the Upper Hudson River.

Available TSS concentration data and rating curves were used to determine average
annual sediment loads at Fort Edward, Stillwater and Waterford for a 5,592-day period that
extended from March 1977 through June 1992. This period was chosen because USGS flow
gauges were operable at all three locations. The average annual sediment load increases by at
least a factor of five between Fort Edward and Waterford (Figure 3-16), while the mean flow rate
only increases by about 60% between those locations. The large increase in sediment load,

f
combined with a proportionately lower discharge increase, between Fort Edward and Waterford
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indicates that: (1) tributary sediment loading to the Upper Hudson River is significant and (2)
tributary sediment yield increases as one travels downstream from Fort Edward to Waterford.

Minimum tributary loads were determined, using estimated annual average loads at the
three main stem locations, by assuming conservative transport, i.e., no net deposition, in the
river. The minimum average annual load from tributaries between Fort Edward and Stillwater
was thus estimated to be 48,200 metric tons/year (MT/yr). The total TIP tributary load was
7,300 MT/yr, which was estimated using the rating curves discussed above. Hence, the
minimum load from tributaries between TID and Stillwater was 40,900 MT/yr. Similarly, the
minimum tributary load between Stillwater and Waterford was estimated to be 94,600 MT/yr,
which is more than twice that between TI dam and Stillwater.

( '̂
s_

These minimum load estimates assumed conservative transport. However, on an annual
average basis, the Upper Hudson River is a net depositional system due to the dams on the river.
Therefore, increasing the minimum tributary sediment loading estimates to account for net
deposition required estimates of sediment trapping efficiency in the river. Initial results of the
long-term TIP simulation (see Section 3.3.3) indicated a trapping efficiency of 8.5% for the TIP.
As a first approximation, it was thus assumed that Reaches 1 to 7 also had average trapping
efficiencies of 8.5%. This approximation resulted in tributary sediment loading of 50,100 and
110,800 MT/yr for TID to Stillwater and Stillwater to Waterford, respectively (Figure 3-16).

Sediment yields corresponding to these load estimates are 84 and 132 MT/yr-mi2 for TID
to Stillwater and Stillwater to Waterford, respectively. The tributary sediment yield between
TID and Stillwater is about 60% greater than the TIP tributaries. Similarly, the Stillwater to
Waterford yield is about 2.5 times higher than sediment yield for tributaries flowing into the TIP.
This significant increase in sediment yield between Fort Edward and Waterford is needed to
support the observed increase in loading between those two locations.

A check of the tributary sediment loading procedure was accomplished using Upper

Hudson River sediment yield estimates made by Phillips and Hanchar (1996). A correlation was
found between sediment yield and percent of a watershed basin covered by forest (Figure 33,
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Phillips and Hanchar, 1996). Typically, roughly 50% of a tributary drainage basin in the Upper
Hudson River is forested (Soil Conservation Service 1974). Using the Phillips and Hanchar
(1996) correlation with a 50% forest cover produced a sediment yield of about 100 MT/yr-mi2,
which is consistent with the sediment yield estimates in the present analysis.

The mass balance procedure described above produced credible estimates of annual
average tributary sediment loads (Table 3-2). Model inputs required specification of tributary
sediment loads on much shorter time scales, e.g., hourly or daily. To estimate sediment loads, or
equivalently TSS concentrations, for these shorter time scales, and still input the specified annual
average load, tributary rating curves were developed using the following procedure.

Table 3-2. Tributary Sediment Loading Estimation
Tributary

Direct Drainage, R7
Direct Drainage, R6
Batten Kill
Fish Creek
Flately Brook
Direct Drainage, R5
Hoosic River
Direct Drainage, R4
Anthony Kill
Direct Drainage, R3
Deep Kill
Direct Drainage, R2

Reach

7
6
5
5
5
5
4
4
3
3
2
2

Mean Annual Load
(MT/yr)

1,260
1,340

36,100
4,100
670

6,600
95,300
1,720
8,300
1,720
2,120
1,720

Ntrib

1.99
2.02
2.00
0.91
1.66
1.63
1.67
1.59
1.61
1.59
1.60
1.59

Rating curves for tributaries between TID and Waterford were assumed to have the same
form as Equation (3-20) that was used for the TIP tributaries. For Reaches 5, 6 and 7, the low
flow solids concentration (Atnb) was determined using Batten Kill TSS concentration data. Mean

TSS concentration in Batten Kill during low flow conditions (QBK < QBK) is 6.1 mg/1 (Limno-

Tech 1998), therefore, Atnb = 6.1 mg/1 for Reaches 5, 6 and 7. The exponent (N^b) in the rating
curve was determined iteratively for each tributary. For a particular tributary, an initial value of
Ntnb = 2 was chosen and the tributary hydrograph for the 5,592-day period from 1977 to 1992
was used with the rating curve to calculate daily sediment loads for that period. The annual
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average sediment load resulting from the first iteration was compared to the desired load (Table
3-2). The exponent (Ntnb) was adjusted appropriately to start the next iteration and the process
was repeated until the difference between calculated and desired load was less than 1%. The
values of Ntnb produced by this procedure ranged from 0.91 to 2.02 in these three reaches (Table
3-2).

Note that the effective drainage area for sediment loading from Fish Creek is only 49 mi2,
which is 20% of the total drainage area for this tributary. The reason for this reduction is that
approximately 80% of the Fish Creek drainage area is upstream of Saratoga Lake. It was
assumed that all sediment transported into the lake by Fish Creek was deposited; the sediment
load out of Saratoga Lake was assumed to be zero.

A similar procedure was used to develop rating curve parameters for Reaches 1 to 4.
Mean TSS concentration in the Hoosic River during low flow conditions is 8.1 mg/1 (Limno-
Tech, 1998). Thus, Atnb = 8.1 for tributaries between Stillwater and Waterford. The iteration
process was applied to adjust Nmb for each tributary in these four reaches until the appropriate
annual average sediment loads were achieved for those tributaries. This procedure resulted in

ranging between 1.59 and 1.67 (Table 3-2).

As a check on the validity of the rating curve estimation procedure, the Hoosic River
rating curve determined from the above analysis was compared to TSS concentration and flow
data for that tributary (Figure 3-17). The estimated rating curve agrees very well with the data.
This validation of the sediment loading method gives added confidence to the accuracy of the
estimation procedure.

Specification of total sediment load at Fort Edward and the tributaries was accomplished

using the methods described above. However, model inputs also required specifying the
composition of all sediment loads because the transport of two classes of sediment, i.e., fine and
coarse, was simulated. Hence, the fractions of class 1 (clay/silt) and class 2 (fine sand) in the
input loads had to be determined.
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'/-*""'-•• The USGS collected particle size distribution data for suspended sediments at
Schuylerville (32 observations), Stillwater (20 observations) and Waterford (80 observations).
While these data sets are limited (the number of particle size observations represent a small
fraction of the TSS concentration observations at each location), the data were useful for
estimating load composition in the Upper Hudson River and its tributaries.

Analysis of the particle size data showed no correlation existed between sand content and
flow (or TSS concentration) at the three main stem locations. This finding is consistent with
observations from other riverine systems that indicate that, as flow rate increases, sand content
can: (1) increase, (2) decrease or (3) remain approximately constant (Walling and Moorehead
1989). The relationship between sediment load composition and flow rate for a particular river is
determined by drainage basin characteristics (WalKng and Moorehead 1989).

The available sand content data at Schuylerville, Stillwater and Waterford yielded mean
(and 95% confidence interval) values of 0.26 ± 0.04, 0.19 ± 0.04 and 0.16 ± 0.03, respectively.-^

( This trend of downstream fining, where sand content decreases in the downstream direction, is
consistent with observed trends in other rivers (Paola, et al. 1992, Paola and Seal 1995).

Based on these data, the assumption was made that the sand content of sediment loads at
Fort Edward and all tributaries, except Moses Kill and direct drainage, was 0.25 for all flow
rates. The sand content of sediment loads from Moses Kill and direct drainage was assumed to
be zero. Initial model testing showed that unrealistic amounts of sediment were predicted to be
deposited at the mouth of Moses Kill whenever sand was included in the sediment loading for
that tributary. An examination of the geometry/bathymetry of Moses Kill near its confluence
with the Hudson River suggests that this portion of the tributary is a depositional zone that would
likely trap most suspended sands and significantly reduce the sand load from the tributary to the
river. Sediment loading from all direct drainage was assumed to originate from direct runoff and
very small streams. The hydraulic characteristics of these sediment sources prevent the transport
of significant quantities of sand from the direct drainage area to the Hudson River.
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3.2.3 Coupling of Sediment Transport and PCB Fate Models

Accurate and realistic simulations of the Upper Hudson River were realized through
coupling the sediment transport and PCB fate models. Coupling the models means that sediment
transport model results were aggregated to determine total suspended sediment concentration
(m), deposition flux (Dtot) and resuspension flux (Rtot), i.e., m = d + Ca, Dtot = DI + D2 and Rtot

= RI + R2, in each grid cell of the PCB fate model. Thus, solids transport was not simulated
within the PCB fate model. All sediment transport information needed by the PCB fate model,
i.e., m, Dtot and Rtot, was specified, and input to the PCB fate model, using output from the
sediment transport model.

Coupling of the two models was accomplished as follows. The sediment transport model
was used to simulate the period of interest, e.g., 1977 to 1998. Output from the sediment
transport model was temporally averaged on a daily basis to produce daily-average values of m,
Dtot and Rtot for each grid cell in the two-dimensional, sediment transport model. Spatial
aggregation of the two-dimensional model output was then necessary to produce sediment
transport information for the one-dimensional PCB fate model (see Section 4.3.1 for a
description of the one-dimensional numerical grid used by the PCB fate model). Note that the
PCB fate model segregated the sediment bed into cohesive and non-cohesive areas. Hence,
during spatial aggregation from the two-dimensional grid to the one-dimensional grid, Dtot and
Rtot were separated into cohesive (Dtot,coh and Rtot,coh) and non-cohesive (Dtot^on and Rtotjion)
components for each grid cell of the PCB fate model.

Spatial aggregation of the sediment transport model output produced unique values of m,
Dtot and Rt0t in a particular grid cell for each day of a simulation. An examination of the
relationships between Dtot and Rtot and flow rate provided insight into Upper Hudson River
sediment transport processes. For convenience, Dt0t was converted to an effective settling speed
(Ws):

(3-21)
m
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An approximately 22-year simulation, from 1977 to 1998, was conducted in the TIP (see
Section 3.3.3). Results (Ws and Rt0t) from this simulation were analyzed to better understand
sediment transport processes in the TIP. Relationships between Ws and flow rate in the cohesive
and non-cohesive bed areas of a particular one-dimensional grid cell, located in the vicinity of
Snook Kill, are shown in Figures 3-18 and 3-19, respectively. The settling speed functions in
both bed types exhibit an underlying functional form that has a stochastic component. Flow-
dependent depositional processes, due to variations in probability of deposition and water
column composition, produced the S-shaped curves. In cohesive bed areas, low Ws values ( < 1
m/day) occurred for flow rates less than about 5,000 to 7,000 cfs. Effective settling speed
increased significantly ( > 10 m/day) between 5,000 and 10,000 cfs due to an increase in class 2
sediment in the water column during high flow conditions. For high flow rates, decreasing Ws

_^-. with increasing flow rate was caused by probability of deposition effects, i.e., PI and Pa decrease
as shear stress (flow) increases. Qualitatively, similar depositional processes occurred in the
non-cohesive bed area. However, two distinct differences exist between deposition in the

s~~,. cohesive and non-cohesive areas: (1) higher settling speeds at low flow rates in non-cohesive
areas and (2) deposition was minimal in non-cohesive areas during high flows. Temporal
variations in the magnitude and composition of sediment loads from tributary and upstream
sources generated stochastic fluctuations in the settling speed functions.

Resuspension rate, expressed as total mass of sediment resuspended per day, as a
function of flow rate for cohesive and non-cohesive bed areas is presented in Figures 3-20 and 3-
21, respectively. Model results shown in those figures are from the grid cell near Snook Kill.
Cohesive bed resuspension has a definite underlying structure that includes a stochastic
component. In this grid cell, resuspension was negligible from the cohesive bed for flows less
than about 5,000 cfs. Due to spatial variations in bottom shear stress, the critical flow rate for
resuspension, i.e., flow below which resuspension was negligible, varies from about 4,000 to
9,000 cfs in the different grid cells. Generally, the slope of the resuspension function decreased
for flow rates greater than about 10,000 cfs. Maximization of the resuspension area in a
particular grid cell caused the change in slope. Temporal and spatial variations in cohesive bed

: -^ properties generated the random fluctuations in the resuspension function.
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No correlation existed between resuspension rate and flow in non:cohesive bed areas.
This result is somewhat surprising, but it emphasizes the importance of properly accounting for
temporal and spatial variations in non-cohesive bed properties. Without implementation of
mechanistic formulations to predict non-cohesive resuspension and bed armoring, as has been
done in this study, empirical relationships cannot be developed that accurately predict non-
cohesive resuspension rate as a function of flow rate in the Upper Hudson River. The non-
cohesive resuspension functions also show that negligible resuspension occurred for flow rates
between about 2,500 and 5,000 cfs, depending upon grid cell location.

3.2.4 Summary

The sediment transport model required specification of two general types of input: (1)
bed properties and (2) sediment loading. A significant amount of Upper Hudson River data were
available for determining model input information. However, as in any river, the Upper Hudson
River data were insufficient to completely determine all model inputs. Thus, estimation methods
were developed, using Upper Hudson River data, to determine model inputs when data were
unavailable. These estimation procedures introduce uncertainty into the simulations, even
though the methods were data-based.

Bed property data for cohesive sediments in the Upper Hudson River were sufficient to
specify erosion and bulk property parameters accurately. Non-cohesive bed property data, while
relatively abundant, were insufficient to develop credible spatial distributions of model inputs,
e.g., dso, which were determined to be necessary for realistic simulations. A procedure was thus
developed for estimating spatial distributions of non-cohesive bed inputs for the Upper Hudson
River model. A unique benefit of this analysis was the ability to dynamically adjust dso, due to
predicted changes in bed composition, during a simulation.

Sediment loading to the Upper Hudson River is one of the primary factors controlling
sedimentation rates (and, hence, temporal variation in surficial PCB bed concentrations) in the
river. Therefore, accurate determination of solids loading to the Upper Hudson River is of
critical importance to any modeling effort. Fortunately, sufficient data were available to develop
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^-^ credible sediment rating curves for TIP sediment sources, i.e., Fort Edward and TIP tributaries.
However, sediment loading data were insufficient for development of data-based rating curves
for tributaries downstream of the TIP. A mass balance approach, using main stem sediment load
data, was developed to estimate tributary sediment loading for Reaches 1 to 7.

The procedures developed to specify Upper Hudson River sediment loading, from
upstream and tributary sources, provide reasonably accurate estimates of annual average
sediment loads. Various assumptions and approximations were necessary to develop the load
estimation techniques, which introduced uncertainty into sediment transport simulations. The
greatest uncertainty occurs in the specification of sediment loading during individual short-term,
high flow events using a rating curve. Magnitude and timing of flood sediment loading from a
tributary may not be predicted accurately by a rating curve for individual events. However, the
rating curve method will predict annual average sediment loading with reasonable accuracy,
which is of primary importance for realistic and accurate simulation of long-term deposition
rates.

r
Specification of solids load composition was estimated using relatively sparse data

collected at three main stem locations. The assumption of constant sand content in the sediment
load, for all flow rates and all tributaries, is clearly an over simplification of a complex process.
Sand content of incoming sediment loads certainly varies between tributaries and it is probably
dependent upon flow rate. However, the available data are insufficient for credible specification
of variable sand content (between sources or with flow rate). Instead of hypothesizing sand
content relationships that depended upon tributary and flow rate, and introducing another free
variable that could be adjusted during model calibration, sand content was set based upon the
available data and not adjusted during the simulations.

3.3 SEDIMENT TRANSPORT MODEL CALIBRATION AND VALIDATION

3.3.1 Calibration and Validation Strategy
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The sediment transport model was calibrated using TSS concentration data collected
during the 1994 spring flood. A mass balance assessment and TSS concentration comparisons
were used to calibrate the model and to evaluate the resuspension and deposition formulas.
Model calibration was achieved by adjusting two model parameters: effective particle diameter
of class 2 sediment (d2) (and, thus, the settling speed of class 2 particles as shown in Figure 3-3)
and constant (B) in the non-cohesive active layer thickness formulation (Equation (3-10)). No
other parameters were adjusted during model calibration.

Model performance was validated using three simulation periods: (1) 1993 spring flood;
(2) 1997 spring flood; and (3) long-term, 1977 to 1998. No adjustment of model parameters was
made during these validation simulations, only boundary conditions, e.g., inflows and sediment
loads, were changed. The 1993 and 1997 spring flood results provided additional confidence in
the capability of the model to simulate short-term, high flow events. The long-term simulation
demonstrated that the model accurately predicted sedimentation rates in cohesive bed areas and
sediment loads at Stillwater and Waterford.

3.3.2 Calibration Results

The longitudinal eddy diffusivity (Ex) was set equal to the eddy viscosity (Bn) used in the
hydrodynamic model (0.5 or 1 m2/s, depending upon reach). Initial model testing, using data and
observations from the 1997 spring flood, indicated that the model produced more realistic results
in the TIP when an anisotropic eddy diffusivity was used. The lateral eddy diffusivity (Ey) was
reduced to 0.05 m2/s to better reproduce observed patterns of suspended sediment plumes from
Snook and Moses Kills during the 1997 spring flood. Lateral eddy diffusivity in Reaches 1 to 7
was reduced to 0.1 m2/s.

The TIP sediment transport model was calibrated using TSS concentration data collected
during the 1994 spring flood. The 40-day simulation period extended from March 22 to April
30, 1994. The maximum daily average flow rate at Fort Edward during this period was 27,700
cfs (Figure 3-23). This period was unique because TSS concentration data were collected at Fort
Edward, Snook Kill, Moses Kill and three locations in the TIP (HydroQual 1997a). The most
continuous set of TSS concentration data at these six locations in the TIP was collected during
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the 30-day period from March 31 through April 29. Model calibration efforts focussed on this
30-day period.

Model parameters governing cohesive sediment resuspension and deposition were
determined using TIP field data and were not adjusted during model calibration. Settling speeds
for cohesive (class 1) sediments were calculated using Equation (3-3). The probability of
deposition parameter ib,min used in Equations (3-4) and (3-5) was set at 0.1 dyne/cm2 and not
adjusted during calibration.

Model calibration involved determining a consistent set of values for the following four
parameters: (1) d2, the effective diameter of suspended class 2 particles; (2) B, the constant in the
non-cohesive bed active layer thickness equation; (3) dso(x,y), the spatially variable median
diameter of sediment in the non-cohesive bed; and (4) f2(x,y), the spatially variable fraction of
class 2 sediment in the non-cohesive bed. Only d2 and B were adjusted during model calibration.
The model calculated spatial and temporal changes in dso, fi and fa. However, changes in da and
B values can affect the predicted distributions of dso, fi and fa.

Because suspended class 2 particles are not likely to be coarser than .the largest fine
sands, i.e., diameter < 250 um, values of d2 were restricted to the range of 62 to 250 urn. Initial
values for d5o(x,y) and fa(x,y) were generated using Equations (3-16) and (3-17). Determination
of consistent parameter values involved finding values of da and B that produced accurate
erosion and deposition fluxes for bed characteristics (d$o and fa) expected to exist at the time of
the calibration flood. The following iterative procedure was employed (Figure 3-22):

1. Use the spatial distributions of dso and fa that were generated by Equations (3-16) and
(3-17) as initial conditions for the non-cohesive bed during the 1994 calibration
simulation. Denote these estimated bed property distributions as °d5o(x,y) and °fa(x,y).

2. Adjust da and B to achieve the best agreement between predicted and observed
sediment transport information during the 30-day period from March 30 through April
29 (descriptions of model-data comparisons are provided below). Denote parameter
values for the first 1994 calibration iteration as !da and 'B.
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3. Run a long-term simulation (which extends from 1977 to 1998 and is described in
Section 3.3.3) using 'da and 1B. The initial bed property distributions used in the long-
term run were °d5o(x,y) and °f2(x,y).

4. Use Equation (3-15) to dynamically calculate dso as fsus (= fi + fa) changes due to
resuspension and deposition during the long-term simulation. The model was then run
from 1977 to March 21,1994 and the predicted non-cohesive bed property distributions
at the end of that simulation, i.e., 94'ld50(x,y) and 94>1f2(x,y), were output.

5. Re-calibrate the model using the predicted bed property distributions, 94>1dso(x,y) and
94>1f2(x,y), as initial conditions. Denote the best-fit parameter values determined during
the second 1994 calibration iteration as 2d2 and 2B. ,0

6. Repeat the long-term simulation (1977 to 1994) using 2d2 a»d 2B. The initial bed
property distributions used in the second long-term run were °dso(x,y) and °f2(x,y).
Denote the bed property distributions at the end of this simulation (March 21, 1994) as
94'2d5o(x,v)and94'2f2(x,y).

7. Simulate the 1994 spring flood using the parameter values 2d2 and 2B, with 94'2dso(x,y)
and 94'2f2(x,y) as initial conditions. The differences in the model predictions between
the second and final iteration were small, indicating that "convergence" had been
achieved. The values of 2d2 and 2B were 90 pm and 0.016, respectively.

The calibration process involved comparing predicted and observed TSS concentrations
at three locations in the TIP: (1) upstream of Snook Kill; (2) McDonald's dock (see Figure 3-4
for location); and (3) TTD. Results of the final calibration are presented in Figure 3-23.
Generally, the model agreed very well with observed TSS concentration at all three locations in
the TIP. The model was about 10 mg/1 higher than the data at McDonald's dock (located on the
east shore across from Griffin Island) from April 15 to 18, indicating that the model probably
under-predicted deposition between Snook Kill and that location. TSS concentrations on April
25 were also over-predicted at the above Snook Kill and McDonald's dock sampling locations,
suggesting that deposition was under-predicted between Fort Edward and the above Snook Kill
station.

Comparisons between predicted and observed TSS are a standard method of calibrating
and validating a sediment transport model (e.g., Gailani et al. 1991, Ziegler and Nisbet 1994).
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• ,/****' However, this method does not necessarily ensure that the model realistically and accurately
simulates resuspension and deposition fluxes in the TIP. The reason for this uncertainty is that
external solids loadings, from upstream and tributary sources, may dominate predicted/observed
TSS concentrations in the TIP, with deposition and resuspension causing relatively small
changes in water column sediment concentrations. Large changes in model parameters, creating
large changes in deposition and resuspension, may cause relatively small changes in predicted
TSS concentrations.

To reduce the uncertainty in model parameterization of deposition and resuspension
processes, and thus to improve the predictive capabilities of the sediment transport model, an
additional calibration procedure was developed. This procedure involved constructing a
sediment mass balance for the TIP, using tiie total sediment load input from upstream and
tributary sources (Ljn) and the output sediment load at TID (Lout), to calculate the net
resuspension/deposition in the TIP. Now, a complete mass balance on the TIP for a particular
period would produce Lin -Lout = AMWC + Mdep - Mres, where AMWC = change in total suspended

/****" sediment mass, Mdep = deposition mass and Mres = resuspension mass. Net flux to the sediment
bed (Mbed) was calculated using: Mbed = Lin - Lout - AMWC = Mdep - Mres. Thus, for a given time
period, net deposition occurs if Mbea > 0 and net resuspension occurs if Mbed < 0.

Sufficient data were collected during the 30-day period from March 31 to April 29, 1994
to develop estimates of Mbed on an hourly basis. Note that it was assumed for data-based mass
balances, during calibration and validation simulation periods, that the model was the best
estimator of AMWC. So, predicted AMWC values were used to complete the data-based mass

balance. Generally, AMWc was small compared to the quantity (Ljn - Lout), i.e., less than 5%, so

using predicted AMWC in the data-based mass balance did not introduce significant error.

The results of this data-based analysis showed that net,erosion occurred during this
period and that 450 MT of sediment were transported out of thelTIP. Further examination of
data indicated that the 30-day period under consideration could be separated into two distinct
sub-periods: (1) tributary deposition and (2) main stem flood. From March 31 to April 10, flow

,̂X***"S

rates in the Hudson River were non-flooding (< 10,000 cfs) but high flow events occurred in the
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tributaries. Snook and Moses Kails transported large quantities of sediment into the TIP during
this sub-period and, because flow rates in the Hudson River were relatively low, significant
deposition occurred. The mass balance results indicated that 390 MT of sediment were
deposited during the tributary deposition sub-period. Net erosion occurred during the main stem
flood sub-period, extending from April 11 to 29, with 840 MT of sediment lost from the TIP.

Note that this type of data analysis can only be used to estimate global losses or gains due
to net erosion or deposition from the TIP sediment bed. Results from this analysis cannot be
used to infer net erosion or deposition in specific bed types, e.g., cohesive or non-cohesive, or
areas of the TIP.

Comparisons between predicted and observed cumulative Mbed for the final calibration,
during the entire 30-day period and the two sub-periods, are presented in Figure 3-24. These
results show that the model can predict temporal variations in Mbed with good accuracy. The
model predicted that a total of 370 MT of sediment were exported from the TIP during the 30-
day period, which is 18% lower than the data-based estimate. For this 30-day period, AMWC was
approximately 10 MT, which corresponds to less than 3% of Mbed- During the tributary
deposition sub-period, 530 MT of deposited sediment were predicted, corresponding to a 36%
over-prediction when compared to the observed value. The model is within 7% (900 MT) of the
data-based estimate of net erosion during the main stem flood sub-period.

Very good agreement between predicted and data-based estimates of cumulative Mbed
during the 1994 spring flood demonstrated that: (1) deposition and resuspension processes were
realistically and accurately formulated in the model and (2) the model is an effective diagnostic
tool for quantitatively evaluating net deposition and erosion from various areas of the TIP.
While the model and data indicate net erosion occurred during this 30-day period, closer
examination of the model results showed that erosion did not occur in all areas of the TIP. The
model showed non-cohesive portions of the TIP, which are about 80% of the total bed area in
this reach, experienced a loss of 1,250 MT corresponding to a decrease in the mean non-cohesive
bed elevation of 0.06 cm. Conversely, the model showed 880 MT of deposition occurred in the
TIP cohesive bed, which is equivalent to an average increase in the cohesive bed elevation of
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0.26 cm. The predicted spatial distribution of sediment deposition for this flood is presented in
Figure 3-25. The cohesive bed was primarily depositional, with about 87% of the cohesive bed
area experiencing net deposition (Figure 3-26). The non-cohesive bed had net erosion occur in
98% of the area of that bed type (Figure 3-26). Prediction of net deposition in the TIP cohesive
bed area during this flood is consistent with observed depositional patterns in fine-grained areas
of the Upper Mississippi River during major flooding in 1993 (Barber and Writer 1998).

The predicted sediment mass balance for the TIP during the 1994 spring flood is
presented in Figure 3-27. While net erosion occurred during the flood period, the erosional and
depositional masses were small fractions (< 9%) of the total sediment load transported out of the
TIP. Approximately 6% of the incoming sediment load to the TIP was deposited in the cohesive
bed area during the flood.

Calibration of the sediment transport model in Reaches 1 to 7 was accomplished using
the same procedure applied to the TIP. A consistent set of values for da, B, dso(x,y) and fa(x,y) in
Reaches 1 to 7 was determined using the same iterative procedure applied to the TIP, i.e., Figure
3-23. Initial fa and dso distributions were specified using Equations (3-17) and (3-18),
respectively. A combination of 1994 spring flood and long-term simulations were then
conducted to determine appropriate values for 2d2 and 2B in these reaches. Model calibration
yielded parameter values for da and B of 90 urn and 0.005 for Reaches 1 to 7. Note that the value
of da (90 urn) determined during model calibration was constant throughout the Upper Hudson
River.

Comparisons between observed and predicted TSS concentrations were made at six
locations downstream of TED (Figures 3-28 and 3-29). Model results were good to very good at
four locations in Reach 5 during the 1994 spring flood (Figure 3-28). Occasionally, the model
would under- or over-predict TSS concentrations at the various locations but, generally, the
model was able to reproduce observed spatial and temporal patterns in suspended sediment
concentration with good accuracy. At the Mechanicville (Reach 3) and Waterford (Reach 1)
stations, very good results were achieved with the model able to reproduce the large temporal
variability in TSS concentrations during the flood period (Figure 3-29). The model captured the
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significant increase in solids load between Stillwater and Mechanicville, which was primarily
due to Hoosic River sediment loading.

As in the TIP calibration, a mass balance approach was used to evaluate model
performance in Reaches 1 to 7. Mass balances for the 30-day period from March 31 through
April 29 were constructed between the following locations: (1) TID to Stillwater and (2)
Stillwater to Waterford. A data-based mass balance for this 30-day period showed that 5,500
MT of sediment were eroded and transported out of the river bed between TID and Stillwater.
The model predicted 6,500 MT of net erosion, which corresponds to an 18% error. Between
Stillwater and Waterford, the data-based analysis indicated that 14,600 MT of net deposition
occurred during this flood. The model predicted that 8,600 MT of sediment were deposited in
this reach (41% error). For the entire Upper Hudson River (Reaches 1 to 8), the data-based
analysis indicated that 8,700 MT of net deposition occurred during the 30-day high flow period.
The model predicted net deposition in the Upper Hudson River (1,700 MT), with most of the
error occurring due to under-prediction of deposition in Reaches 1 to 4. A summary of the mass
balance results for the 1994 spring flood is presented in Table 3-3.

Table3-3. Mass Balance Results for 1994 Spring Flood
(deposition is positive, erosion is negative)

Reach
TIP
TI Dam to Stillwater
Stillwater to Waterford

Net Sediment Mass Change
(metric tons)

Observed
-450

-5,500
14,600

Predicted
-370

-6,500
8,600

Error (%)
-18
18
-41

Predicted and data-based mass balances for the Upper Hudson River during the 1994
spring flood period are illustrated hi Figure 3-27. Net erosion occurred in the reaches upstream
of Stillwater and net deposition occurred downstream of Stillwater. On a system-wide basis, the
Upper Hudson River was net depositional during this high flow period; predicted and observed
depositional masses were 2 and 12%, respectively, of the total sediment load input to the system.
These results suggest that, generally, sediment was deposited in the non-cohesive areas of
Reaches 5 to 8 during low to moderate flow periods prior to the flood. Resuspension of this
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sediment from non-cohesive areas upstream of Stillwater during the flood provided an additional
source of sediment load to Reach 1 to 4, where most of the deposition in the Upper Hudson
River occurred.

The mass balance procedures used to calibrate (and, subsequently, validate) the sediment
transport model are of particular importance in this study. The data-based mass balances
provided valuable information about sediment transport processes in the Upper Hudson River
during high flow events that could not have been otherwise obtained. Successful model
calibration and validation, using mass balance results provided significantly more confidence in
the capabilities of the model to simulate Upper Hudson River resuspension and deposition
processes than could have been realized using TSS concentration comparisons, as has been done
in other modeling studies, e.g., Gailani et en. (1991) and Ziegler and Nisbet (1994).

The calibration process yielded very good to excellent results for the 1994 spring flood
simulation. Calibration of the model was achieved by adjusting only two parameters (da and B)
with da being set at 90 |j,m, which corresponds to very fine sand and is a realistic value of the
effective diameter of suspended coarse sediments. Very fine sand with a particle diameter of 90
|im has a settling speed of about 400 m/day. The non-cohesive bed armoring constant (B) was

set at 0.016 in the TIP and 0.005 in Reaches 1 to 7. These parameter values have no physical
basis but the low B values indicated that the active layer thickness (Ta) was weakly dependent on
bottom shear stress in the Upper Hudson River. The model demonstrated that net erosion or
deposition could be predicted with a maximum error of 40% in the various reaches of the Upper
Hudson River. This level of accuracy in a sediment transport model is excellent; it is well below
the generally accepted "factor of two" error that is typically used as a criteria to judge the
capabilities of this type of model.

3.3.3 Validation Results .
:}-.".

Three simulations were conducted to validate the sediment transport model: (1) 1997
spring flood; (2) 1993 spring flood; and (3) 22-year (1977 to 1998) period. No adjustments of
model parameter values were made during the validation simulations. Only model boundary
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conditions, e.g., flow rates and sediment loadings, were changed to reflect the time-varying
conditions during each validation period.

The spring flood that occurred in early May 1997 had a relatively low peak flow, with a
maximum flow rate at Fort Edward of approximately 18,000 cfs, see Figure 3-30. GE collected
TSS concentration data at Fort Edward, Snook Kill, Moses Kill and TID between April 25 and
May 7, which was the period when a high flow event occurred on Snook and Moses Kills.
Comparisons of predicted and observed TSS concentrations at TID during this eleven-day period
are shown in Figure 3-30. Model results were in good to very good agreement with measured
TSS concentrations on both the western and eastern shores of the dam. The model over-
predicted peak TSS concentrations by about 10 mg/1 on April 28 on both sides of the river.
However, the model did accurately reproduce the relative difference in peak TSS concentration
between the east and west shore, with model and data indicating that west shore TSS
concentrations were about 8-10 mg/1 higher than those found on the east shore. Model
simulation of the solids pulse during May 3-4 was very accurate, except for a short transient
along the western shore on May 3. The source of this predicted transient is unclear but probably
due to simulated erosion along the western portion of the channel.

Similar to the 1994 spring flood, a mass balance approach was applied to the 1997 spring
flood to evaluate model performance. A seven-day period, from April 28 to May 4, was used for
the mass balance because high frequency data were available during this period. The data-based
mass balance indicated that net erosion occurred in the TIP, with 450 MT of sediment
transported out of this reach. A comparison between predicted and observed cumulative Mbed
during the seven-day period is shown in Figure 3-31. The model is in excellent agreement with
the observed cumulative Mbed, with 470 MT of net erosion being predicted during the mass
balance period, which corresponds to a 4% error.

Net erosion from the TIP is shown by the data analysis during the seven-day period from
April 28 to May 4. This result is similar to the mass balance results for the 1994 spring flood
that also indicated global net erosion. These results cannot be used to infer what occurred in the
cohesive and non-cohesive bed areas of the TIP. However, the model is a useful tool for
evaluating the impacts of this high flow event on different areas of this reach. Net erosion (560
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/—x MT) was predicted to occur in the non-cohesive bed area while net deposition (90 MT) occurred
in the cohesive bed. These sediment masses correspond to bed elevation changes of
approximately 0.02 and -0.03 cm in the cohesive and non-cohesive bed areas, respectively.

Predicted and data-based mass balances for the TIP during this seven-day period are
presented in Figure 3-32. Net erosion from the TIP comprised 23% of the sediment load
transport past the T1D during this flood. About 6% of the incoming sediment load was deposited
in the cohesive bed of the TIP.

Peak flow in the TIP during the 1993 spring flood was comparable to the 1994 flood,
with a maximum flow rate at Fort Edward of approximately 29,000 cfs (about 5% higher than
the 1994 flood peak). A limited amount of TSS concentration data were collected at Fort
Edward and TID between March 22 and May 6, 1993, which was the 45-day period simulated.
No TSS concentration data were obtained from the tributaries, so sediment loads from Snook and
Moses Kills were estimated using the sediment rating curves discussed in Section 3.2.2.

-—^ Comparisons between predicted and measured TSS concentrations at the dam are shown in
Figure 3-33. The model generally agreed with the limited data collected at TID during this high
flow period. Patterns of TSS concentration variation during the TIP flood period, which
occurred after April 10, were predicted reasonably well.

A high flow event occurred downstream of Stillwater on March 30, while flow rates
upstream of this location were relatively low. This first flood was primarily caused by high
discharge in the Hoosic River, which had a daily average flow rate of 14,200 cfs on March 30.
Good to very good agreement between measured and predicted TSS concentrations at Stillwater
and Waterford during the 1993 spring flood was achieved, see Figure 3-34. Under-prediction of
TSS concentrations, by about 100 mg/1, at Stillwater on March 30 was probably due to under-
estimation of tributary loading to Reach 5, which was estimated using procedures discussed in

i.

Section 3.2.2. The model also under-predicted the peak TSS corlcentration at Waterford during
the high flow event on the lower portion of the Upper Hudson River that occurred on March 30,
but by less than 10% (about 30 mg/1). Timing of the solids pulse during the March 30 flood was

t-/—v off by about one day. This discrepancy is probably attributable to uncertainty in tributary flow
and solids loading timing, which were both estimated. The model generally predicted with good
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accuracy the three solids pulses that occurred after April 10. However, the model did appear to
over-predict TSS concentrations slightly during this period, suggesting that deposition may have
been under-predicted.

Mass balances were constructed during this 45-day period in 1993 between the following
locations: (1) Fort Edward to Stillwater and (2) Stillwater to Waterford. The data-based mass
balance showed that 9,600 MT of net deposition occurred between Fort Edward and Stillwater.
However, the model predicted net erosion of 5,100 MT between these locations. The cause of
this discrepancy between the predicted and data-based mass balances is uncertain. This
significant difference in the observed (net deposition) and predicted! (net erosion) mass balances
for the reach between Fort Edward and Stillwater may have been due to relatively sparse solids
loading data for locations upstream of Stillwater during this flood. Data-based and predicted
mass balance results indicated that 61,400 and 29,400 MT, respectively, were deposited between

\
Stillwater and Waterford during the 1993 spring flood. The model was thus able to predict net
deposition within 52% of the observed amount. The data-based analysis showed that about 33%
of the sediment input to the reach between Stillwater and Waterford was deposited, while the
model predicted a trapping efficiency of 15% for this reach during the 1993 spring flood.

Predicted and data-based mass balances for the Upper Hudson River during the 1993
spring flood period are presented in Figure 3-35. Comparison of the 1993 and 1994 spring
floods (Figures 3-35 and 3-27) indicates that the river tends to be net depositional during floods,
with most of the net deposition occurring between Stillwater and Waterford. For these floods,
the model predicted that net deposition occurred in cohesive bed areas and, generally, the non-
cohesive bed areas were net erosional. These results have important implications concerning
sediment transport processes in the Upper Hudson River, see Volume 1, Section 2.4.1 for further
discussion.

These results demonstrated that the tributary solids loading estimation method works
reasonably well when no tributary TSS concentration data were available. All tributary sediment
loads were estimated using rating curves. Uncertainty exists in the timing and magnitude of
tributary flows and sediment loads during a flood because of the estimation methods used to
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/—x specify these model inputs. Thus, most of the phase error in predicted TSS concentrations
(Figure 3-34) around May 30 is probably due to the use of rating curves for specification of
tributary loads and the uncertainty associated with those loads.

As discussed in Section 3.3.2, long-term calculations were performed iteratively as part
of the model calibration process. A final long-term simulation was conducted to further validate
the sediment transport model. This calculation was almost 22 years long, starting on January 1,
1977 and ending on December 9, 1998. The hydrograph at Fort Edward during this period is
presented in Figure 2-10.

Sediment loading to the Upper Hudson River was determined using a combination of
data and sediment rating curves. At For; Edward, TSS concentration data were used on all days
for which data were available, which comprised about 9% of the time during the long-term
simulation. On days that data were not collected at Fort Edward, TSS concentration was
estimated using Equation (3-19). Tributary sediment loads were estimated using rating curves,

s~^ i.e., Equation (3-20) and Table 3-2.

This estimation method produced the annual sediment loads to the TIP from upstream
and tributary sources, for 1977 to 1998, shown in Figure 3-36. Fpr this period, maximum flow
rates at Fort Edward exceeded 25,000 cfs during ten years and 30,000 cfs during five years.
Annual sediment loads to the TIP had a mean value of about 38,000 MT/yr, with a range of
16,300 to 69,700 MT/yr. The total sediment load varied, on a yearly basis, between about 40%
and 180% of the mean load.

Predicted areas of TIP erosion and deposition at the end of the long-term simulation are
shown in Figure 3-37. Deposition rate distributions for this approximate 22-year period in the
TIP are presented in Figure 3-38. Net erosion depth patterns are displayed in Figure 3-39.
Distributions of deposition rates and net erosion depths in cohesive and non-cohesive bed areas
of the TIP are presented in Figure 3-40. These results show that net deposition occurred in over
92% of the cohesive bed areas of the TIP during this 22-year period, with 66% of the cohesive

^^^ bed having deposition rates of 1 cm/yr or less. In the non-cohesive bed, the areas upstream of
Snook Kill were generally net depositional and net erosion typically occurred downstream of
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Snook Kill. Approximately 36% of the non-cohesive bed area in the TIP was net depositional,
with 34% of the non-cohesive bed having deposition rates of 0.5 cm/yr or less. About 52% of
the non-cohesive bed experienced net erosion depths of 2 cm or less.

Performing a sediment mass balance on the TIP, i.e., calculating Mbed for the long-term
simulation period, showed that the model predicted 69,600 MT of sediment were deposited
during the period from May 1, 1977 through December 9, 1998 (Figure 3-41). This 21.6-year
period corresponds to the calibration period for the PCB fate model. This depositional mass
corresponds to a long-term trapping efficiency of 8.8% for the TIP. Most of the deposition
occurred in the cohesive bed areas of the pool, with 87% (nearly 60,200 MT) being deposited in
those areas. This amount of deposition translates to an average sedimentation rate of 0.81 cm/yr
for the cohesive bed in the TIP. This sedimentation rate equates to an average deposition of
about 18 cm (7 inches) over the 22-year period simulated. Even though net deposition occurred
in only 36% of the non-cohesive bed area, average net deposition, at the relatively low rate of
0.027 cm/yr, was predicted over this area.

Mass balances in Reaches 1 to 7 for the May 1977 to December 1998 period yielded
trapping efficiencies ranging from <0.1 to 11% (Figure 3-41 and Table 3-4). Reaches 4 and 5
have significantly higher trapping efficiencies (> 9%) than Reaches 1, 2, 3, 6 and 7 (< 3%).
About 90% of the tributary sediment loading to Reaches 1 to 7 is delivered to Reaches 4 and 5
(from Batten Kill and Hoosic River), with the combination of high sediment loading and
hydrodynamic/geometry conditions being the primary causes of the relatively high trapping
efficiencies in those two reaches. Similar to the TIP, most of the deposition occurred in the
cohesive bed areas of Reaches 1 to 7. Average deposition rates in the cohesive bed areas ranged
from 0.02 cm/yr in Reach 1 to 3.8 cm/yr in Reach 4 (Table 3-4). Mean deposition rates in the
non-cohesive bed areas of these reaches varied between 0.01 cm/yr (Reach 5) to 1.0 cm/yr
(Reach 4). Note that small amounts of net erosion were predicted in the non-cohesive bed in

Reaches 2,6 and 7.

QEA, LLC 3-40 May 1999
313754



Volume 2

Table 3-4. Mass Balance Results for Long-Term Simulation in Reaches 1 to 8

Reach

8
7
6
5
4
3
2
1

Trapping Efficiency
•(%)
8.8
0.8
2.3
11
10
1.8

<0.1
<0.1

Mean Deposition Rate (cm/yr)
Cohesive Bed

0.81
0.76
0.38
1.1
3.8
2.3

0.33
0.02

Non-Cohesive Bed

0.03
0*
0*

0.01
1.0

0.30
0*

0.02 "/
*Net erosion was predicted

Daily sediment loading was estimated or measured by USGS at Stillwater and Waterford
between 1977 and 1992. Predicted daily sediment loads at these two locations were compared to
the USGS data-based loads during this period, see Figures 3-42 and 3-43 and Table 3-5. While
significant differences between the predicted and observed daily load could occur on a particular
day, primarily due to uncertainty in the timing and magnitude of tributary sediment loading on a
daily basis, the mean predicted sediment loads at Stillwater and Waterford are about 7% below
the mean data-based loads at those locations. These results suggest that tributary sediment
loading to the Upper Hudson River has been under-estimated by about 10 to 15%.

Table 3-5. Comparison of Predicted and Observed Mean Daily Sediment Loads at
Stillwater and Waterford

Location

Stillwater
Waterford

Number of
Observations

3,908
4,387

Mean Observed
Load(MT/day)

250
540

Mean Predicted
Load (MT/day)

235
505

Error (%)

-7
-7

Comparisons of predicted and measured TSS concentrations at various locations during
several floods have been used to qualitatively evaluate model performance. Typically, these
results have been described as "good" to "excellent." However, differences between predicted
and observed TSS concentration values at specific times, either on an absolute or relative basis,
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can be significant due to uncertainties in boundary condition timing, e.g., tributary flow rates and
sediment loading. Thus, calculating the mean error in predicted TSS concentration at a particular
location during a high flow event may produce a result that does not truly represent model
accuracy. In addition, quantitatively evaluating model performance using mass balances over
specific time periods, as has been done in this study, is more informative than an error analysis
of predicted TSS concentrations.

Another way to view model accuracy is to compare the probability distributions of
predicted and observed TSS concentrations at various locations in the Upper Hudson River. This
method allows a more quantitative evaluation of the predictive capability of the model than the
simple visual comparison of simulated and measured TSS concentration time-series.
Comparison of TSS concentration distributions demonstrates how well the model can predict
both the median concentration and the variability in suspended sediment concentration at a
particular location.

Results of the long-term simulation were used to construct distributions of predicted TSS
concentrations at TID, Stillwater and Waterford, i.e., predicted daily average concentrations for
each day of the 22-year simulation. All available TSS concentration data collected at these three
locations were used to generate the data-based distributions. Comparisons of the predicted and
observed probability distributions at TED, Stillwater and Waterford are presented on Figures 3-44
to 3-46, respectively. These results demonstrate that the probability distributions of predicted
and observed TSS concentrations agree reasonably well at all three locations. The model is able
to predict the median concentration at each location within 3 mg/1. Variability in TSS
concentration at all locations was also predicted accurately, with the model producing TSS
concentration distributions at the three locations that are very similar to the data-based
distributions. The model under-predicts TSS concentrations at Stillwater and Waterford, which
is consistent with under-prediction of mean sediment loading at those locations (Table 3-5).

As discussed in Section 3.2.2, downstream fining of the suspended sediment load occurs
between Schuylerville and Waterford, with data indicating a decrease in mean sand content of
26% to 16% between those locations (Figure 3-47). Predicted spatial changes in sand content
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(average values during the 22-year simulation) between Schuylerville and Waterford agree
qualitatively with the observed changes (Figure 3-47). The model under-predicts mean sand
content at all three locations but the spatial pattern is simulated correctly, indicating consistency
between the model and observed downstream fining in the Upper Hudson River, as well as other
rivers (Paola, et al. 1992, Paola and Seal 1995). Under-prediction of mean sand content at the
three main stem locations suggests that the sand content of tributary sediment loads may have
been under-estimated.

Comparisons of observed and predicted sedimentation rates in Reaches 1 to 8 were made
as another evaluation of long term model performance. Eight high-resolution sediment cores
were collected in 1992 by USEPA in the Upper Hudson River. Geochronologic dating of those
cores indicated average sedimentation rates that ranged between 0.8 and 1.8 cm/yr (Table 3-6).
Predicted sedimentation rates at those locations compare reasonably well, with predicted-
observed errors ranging from -44 to 355% (Table 3-6). Core HR-15 in Reach 1 was not used in
this analysis because there were no cohesive sediment grid cells in Reach 1 where this core was
obtained. Three cores were collected in the TIP, with model-to-data comparisons at these
locations being 0.5 to 0.9, 1.1 to 1.2 and 1.7 to 0.9 cm/yr. The last comparison was between the
sampled location and the model grid cell just upstream of that location. The grid cell at the
matching location exhibited net erosion, with this difference being attributed to uncertainty in
bed mapping. The model-data comparison at the first location improves to 0.95 to 0.9 cm/yr if
the grid cell just upstream of the core location is used. In Reach 6, the model-to-data comparison
was excellent (0.73 to 0.8 cm/yr). Two cores (HR-21 and HR-22) were located in the same non-
cohesive grid cell in Reach 5, which was predicted to be net erosional. Model-to-data
comparisons between these two cores and the grid cell immediately upstream of their location,
which was a cohesive bed cell, yielded results of 1.1 to 1.2 and 1.1 to 1.8 cm/yr. In Reach 4,
near the mouth of the Hoosic River, the highest error occurred (355%), the model-to-data
comparison being 4.1 to 0.9 cm/yr.
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Table 3-6. Predicted and Observed Average Sedimentation Rates in Reaches 1 to 8
Reach and Location

8 (MP 191.2)
8 (MP 189.3)
8 (MP 188.5)
6 (MP185.8)
5 (MP 177.8)
5 (MP 177.8)
4 (MP 166.3)

Core

HR-20
HR-23
HR-19
HR-18
HR-21
HR-22
HR-16

Observed Rate
(cm/yr)

0.9
1.2
0.9
0.8
1.2
1.8
0.9

Predicted Rate
(cm/yr)

0.5 to 0.95
1.1
1.7*
0.73
1.1*
1.1*
4.1

Error
(%)

-44 to 6
-8
89
-9
-8
-39
355

*In grid cell immediately upstream of core location

Comparison of predicted and observed sedimentation rates at all core locations provided
additional insight regarding model accuracy (Figure 3-48). The model predicted deposition rates
within a factor of two of the measured value, with the exception of the Reach 4 core. These
results demonstrate that the model is not biased low or high, but that the results are relatively
evenly distributed about the line of perfect agreement. Thus, the overall results provide added
confidence that the sediment transport model can simulate long-term deposition processes in the
Upper Hudson River.

Predicted deposition rates in Reach 4, into which the Hoosic River flows, are relatively
high and do not compare well to the observed sedimentation rate at HR-16 (355% error). High
deposition rates are predicted in this reach due to the deposition of fine sand (class 2 sediment),
primarily from the Hoosic River, in the relatively quiescent water behind Mechanicville Dam,
which is the highest dam on the Upper Hudson River. Even though model results for the long-
term simulation are inconsistent with the observed sedimentation rate in Reach 4, mass balance
results between Stillwater and Waterford indicated that the model under-predicted deposition in
Reaches 1 to^ 4 during the 1993 and 1994 spring floods by about 40 to 50%. These results
suggest that the model probably under-predicted the average deposition rate in the reaches
between Stillwater and Waterford during the long-term simulation. In addition, the spatial
distribution of deposition in Reaches 1 to 4 is probably not highly accurate, i.e., too high in
Reach 4 (9% trapping efficiency) and too low in Reaches 1 to 3 (trapping efficiencies of 0.1 to
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2%). These discrepancies are due to the following factors: (1) relatively low grid cell
resolution; (2) uncertainty in sediment bed mapping; and (3) uncertainty in the composition of
Hoosic River sediment loads.

Additional validation of the long-term model results through comparison with bed
elevation changes, based on historical bathymetric analysis, was also attempted. Widespread
bathymetric data were collected in the TIP in 1977, 1982 and 1991. The 1977 survey was
carried out by Normandeau Associates with bed elevations measured along 165 transects
between Fort Edward and Troy, with about 40 transects in the TIP. Depth soundings were made
at approximately 44,000 locations in the TIP during a 1982 survey run by Raytheon. General
Electric conducted two bathymetric surveys in 1991. One survey collected depth soundings at
about 107,000 points in the TIP, while the other survey measured bed elevations along the same
transects used in the 1977 survey.

Analysis of bed elevation data to estimate net deposition or erosion at a particular
/****"• location, or in a localized area, in the TIP involved calculating differences in bed elevations

collected at different times, e.g., difference between 1991 and 1982 data. Achieving reliable
results from this analysis required accurate determination of horizontal and vertical datums so
that bed elevation differences could be accurately calculated. Numerous attempts were made to
determine common reference points between the three data sets. Unfortunately, common
horizontal and vertical datums could not be established with sufficient precision to produce bed
elevation change calculations that were reliable and accurate enough to use for model validation.

3.3.4 Summary

Successful completion of a rigorous calibration and validation process, which was
comprised of three floods and a 22-year simulation, yielded a high level of confidence in the

j.
predictive capabilities of the Upper Hudson River sediment tr^insport model. Use of mass
balance comparisons, combined with conventional comparisons of predicted and observed TSS
concentrations, during calibration and validation provided strong evidence that the model can
accurately and realistically simulate resuspension, deposition and transport processes in the
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Upper Hudson River. Numerous independent data sets were used to evaluate model accuracy
during short-term, high flow events and long-term simulations.

Model calibration was achieved by adjusting only two parameters: effective particle size
of coarse (class 2) sediment (d2) and adjustable active layer constant (B). The value of d2
determined during calibration was 90 pm, which is a very fine sand and corresponds to a realistic
effective particle size for suspended coarse sediments in the Upper Hudson River. Using the
same value of da (90 pm) in all eight reaches suggests consistency in the effective settling
characteristics of non-cohesive suspended sediment throughout the river. The active layer
constant (B) ranged between 0.005 and 0.016, indicating that the active layer thickness is weakly
dependent on bottom shear stress. The value of this parameter has no physical justification,
which may introduce uncertainty into the simulations. Sensitivity of model results to variation of
da and B was investigated and is discussed in the next section. Use of only two adjustable
parameters for model calibration demonstrates the validity, and importance, of the data-based,
mechanistic approach used to develop and parameterize the deposition and resuspension
formulations incorporated into the model.

Generally, calibration and validation results demonstrated that the model accurately and
realistically simulates sediment transport processes in the Upper Hudson River. Simulations in
the TIP produced the highest level of confidence in model predictive capabilities, which is due to
model resolution and an abundance of data. The TIP is of primary importance when considering
PCB fate and transport in the Upper Hudson River, so it was necessary to focus sediment
transport efforts on that reach. Between Stillwater and Waterford, model resolution was lower
and data available for model input were sparser. These factors contributed to uncertainty in
model results in Reaches 1 to 4; the model tended to under-predict deposition between Stillwater
and Waterford and the spatial distribution of deposition in those four reaches may not be highly
accurate.

3.4 MODEL SENSITIVITY AND UNCERTAINTY
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Sensitivity of the sediment transport model to various parameters and inputs was
evaluated using simulations during four periods: (1) 1994 spring flood; (2) 1983; (3) 1988; and
(4) 1977 to 1998. All sensitivity runs were done using the TIP model. The one-year runs were
conducted to investigate the effects of flow rate and sediment load, with 1983 and 1988
representing high and low flow years, respectively. The impact of non-cohesive suspended load
transport was studied by setting the non-cohesive bed as hard bottom and repeating the 1994
spring flood and 22-year simulations. The long-term simulation was also used to determine the
impact of sediment loading on mean deposition rates.

Sensitivity of the 1994 spring flood, 1983 and 1988 simulations to variations in the
following parameters was determined: (1) cohesive resuspension constant, a<j; (2) sand fraction
of incoming sediment load;. (3) effective particle diameter of class 2 sediment, d2; (4) non-
cohesive bottom roughness, z0; and (5) non-cohesive bed armoring constant, B. These five
parameters were chosen because these inputs are primary factors that control model predictions.
Note that the mean annual flow rates at Fort Edward during 1983 and 1988 were 5,980 and 3,900
cfs, respectively. The maximum daily average flow rates during 1983 and 1988 were 34,100 and
13,100, respectively.

The first two parameters, ao and sand fraction, were determined from data and not
adjusted during model calibration. The available data were used to determine 95% confidence
intervals for these parameters and the model was run at the high and low limits of this range.
Upstream of MP 190.7, the 95% confidence interval for ao ranged from 0.025 to 0.045, while
downstream of this mile point, ao had high and low values of 0.126 and 0.088. The 95%
confidence interval for sand content ranged from 21 to 29%. The two calibration parameters, d2

and B, were adjusted as follows. Class 2 particle diameter (d2) was varied by + 20 jim, i.e., 70
and 110 urn. The bed armoring constant, B, was increased and decreased by a factor of two, i.e.,
0.008 and 0.032. Effective bottom roughness in the non-cohesive bed areas (z0) was varied from
750 to 3,000 |im, which corresponds to the same range used in the sensitivity analysis of the
two-dimensional hydrodynamic model.

Summaries of sensitivity results for the 1994 spring flood, 1983 and 1988 simulations are
presented in Tables 3-7 to 3-9, respectively. Model sensitivity was quantified by comparing net
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mass changes, with respect to the original run, for each simulation in three areas of the TIP: (1)
entire reach; (2) cohesive bed; and (3) non-cohesive bed. The model was most sensitive to d2

and B during the 1994 spring flood simulation, with total mass changes ranging from -84 to
132% (with respect to the original run) and most of the impact was in the cohesive bed areas.
Variation of non-cohesive bottom roughness (z0) caused negligible changes in sediment transport
results, which indicated that variation in bottom shear stress is not highly dependent upon bottom
roughness. These results show that the model is sensitive to input parameter variation during the
calibration period and that the parameter values determined during calibration are relatively
precise.

Evaluating the validity of the parameter ranges used in the sensitivity analysis required
comparison of these results to the data, i.e., net erosion of 450 MT during the 1994 spring flood.
A sensitivity simulation would be regarded as valid only if the predicted net erosion were within
a factor of two of the data-based value, i.e., within the range of 225 to 900 MT of net erosion.
Two sensitivity simulations were outside of this range: high da (60 MT of net erosion) and low B
(190 MT of net erosion). Thus, these two parameter values should be considered to be outside
the valid range.

The model was less sensitive during the 1983 and 1988 simulations, with the maximum
total mass change being about -3% (with respect to the original run). Thus, variation in the
primary model parameters, within reasonable limits, that affect calibration results has minor
impact on long-term average deposition rates predicted by the model.

The bed armoring constant (B) is the adjustable parameter that controls simulation of the
non-cohesive bed armoring process. This parameter has no physical basis; B is a free parameter
that was determined during model calibration. Analysis of the sensitivity results, combined with
calibration results, showed that predicted net erosion from the TIP during the 1994 spring flood
is a linear function of B. A valid calibration, i.e., predicted net erosion between 225 and 900
MT, would thus be produced for B values ranging between 0.0097 and 0.039. Therefore, the

calibration value of B (0.016) in the TIP model is known to within approximately a factor of two,
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which is reasonably precise for a lumped parameter that approximates a complex physical
process in an environmental system model.

Table 3-7. Sensitivity Analysis Results for 1994 Spring Flood.
Negative Mass Change Values Indicate Erosion and Positive Values Indicate Deposition.

Parameter
Cohesive erosion, a<,
Cohesive erosion, a<>
Sand content
Sand content
Class 2 particle size, da
Class 2 particle size, da
Bed armoring constant, B
Bed armoring constant, B
Non-cohesive bottom
roughness, z0
Non-cohesive bottom
roughness, z0

Value
Low
High
Low
High
Low
High
Low
High
Low

High

Mass Change
(MT)

Fine
970
790
990
770
530

1,120
830
980
880

860

Coarse
-1,270
-1,260
-1,230
-1,300
-1,390
-1,180
-1,020
-1,740
-1,260

-1,250

Total
-300
-470
-240
-530
-860
-60
-190
-760
-380

-390

Difference with respect to
Original Run (%)

Fine
10
-10
13

-12
-40
27
-6
12
0

-2

Coarse
2

0.8
-2
4
11
-6
-18
39
0.8

0

Total
-19
-27
-35
43
132
-84
51
105
3

5

Table 3-8. Sensitivity Analysis Results for 1983, High Flow Year.
Negative Mass Change Values Indicate Erosion and Positive Values Indicate Deposition.

Parameter
Cohesive erosion, a<>
Cohesive erosion, a<>
Sand content
Sand content
Class 2 particle size, da
Class 2 particle size, da
Bed armoring constant, B
Bed armoring constant, B
Non-cohesive bottom
roughness, z0
Non-cohesive bottom
roughness, z0

Value
Low
High
Low
High
Low
High
Low
High
Low

High

Mass Change (MT)

Fine
2,070
2,070
2,080
2,060
2,130
2,040
2,070
2,070
2,060

2,140

Coarse
1,700
1,700
1,810
1,610
1,610
1,750
1,710
1,700
1,730

1,590

Total
3,770
3,770
3,890
3,670
3,740
3,790
3,780
3,770
3,790

3,730

Difference with respect to
Original Run (%)

Fine
0.0
0.0
0.5
-0.5

3
-1
0.0
0.0
-0.5

3

Coarse
-0.6
-0.6

6
-6
-6
2

0.0
-0.6

1

-7

Total
0.0
0.0
3
-3

-0.8
0.5
0.3
0.0
0.5

-1
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Table 3-9. Sensitivity Analysis Results for 1988, Low Flow Year.
Negative Mass Change Values Indicate Erosion and Positive Values Indicate Deposition.

Parameter
Cohesive erosion, 3o
Cohesive erosion, a«
Sand content
Sand content
Class 2 particle size, d2
Class 2 particle size, da
Bed armoring constant, B
Bed armoring constant, B
Non-cohesive bottom
roughness, z0
Non-cohesive bottom
roughness, z0

Value
Low
High
Low
High
Low
High
Low
High
Low

High

Mass Change (MT)

Fine
2,990
2,990
3,000
2,990
3,060
2,980
2,990
3,000
2,990

3,060

Coarse
670
670
790
560
590
690
670
670
690

590

Total
3,660
3,660
3,790
3,550
3,650
3,670
3,660
3,670
3,680

3,650

Difference with respect to
Original Run (%)

Fine
0.0
0.0
0.3
0.0
2

-0.3
0.0
0.3
0.0

2

Coarse
0.0
0.0
18
-16
-12
3

0.0
0.0
3

-12

Total
0.0
0.0
4
-3

-0.3
0.3
0.0
0.3
0.5

-0.3

The impact of treating the non-cohesive bed in the TIP as a hard bottom was examined
using the 1994 spring flood and 21-year simulation. Net deposition in the cohesive bed during
the 1994 spring flood decreased by 28% when non-cohesive suspended load transport was
neglected. The reason for this decrease in net deposition was that the non-cohesive bed served as
a reservoir of class 2 sediment that can be resuspended during a flood, transported downstream
and enhance cohesive bed deposition. In contrast, net cohesive deposition increased by 37%
during the; long-term simulation; the average sedimentation rate in the cohesive bed areas
increased from 0.8 cm/yr to 1.1 cm/yr. The increase in cohesive deposition rate during the long-
term simulation was due to an increase in suspended class 2 sediment throughout most of the
TIP; additional suspended class 2 sediment, which was previously deposited in non-cohesive bed
areas, was transported to and deposited in the cohesive bed areas.

The potential impact of the initial non-cohesive bed distribution on model results was
investigated by repeating the 1994 spring flood run with the initial bed distributions °dso(x,y) and
°f2(x,y). The results of this simulation are presented in Figure 3-49. Using °d50(x,y) and °f2(x,y)
primarily affected the main stem flood sub-period, with erosion increasing from 900 to 1,215
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MT (35% increase). Net erosion increased during this sensitivity simulation because additional
sediment in the non-cohesive bed was available for resuspension; temporal and spatial bed
armoring effects, which were included in 2d5o(x,y) and 2f2(x,y), are not included in °d5o(x,y) and
°f2(x,y), which increased resuspension.

As discussed in Section 3.2.2, upstream and tributary sediment loadings to the Upper
Hudson River were estimated using rating curves during simulation periods when no data were
available. The loading estimation procedure introduced uncertainty into the long-term
simulation results, i.e., mean deposition rates, which may affect predictions of the PCS fate
model. To better understand the impacts of sediment loading uncertainty on long-term burial
rates, long-term TIP simulations were conducted using low and high sediment loading, with
respect to the original TIP loading of 37,900 MT/yr (total).

Limits of the low and high sediment loading simulations were determined by adjusting
the exponents in the rating curves for Fort Edward, Snook Kill and Moses Kill, i.e., Equations
(3-19) and (3-20). The exponents for the high-flow portion of the rating curves were adjusted
such that the resulting high and low rating curves used in the sensitivity analysis were consistent
with TSS concentration data for each location. A listing of the adjusted exponents, compared to
the original exponent for each location, is given in Table 3-10. Use of these adjusted rating
curves to calculate solids loading to the TCP for the long-term simulation resulted in load changes
of-10% and 26%, with respect to the original average solids loading of 37,900 MT/yr (Table 3-
10). Increasing solids loading by 26% caused increases in mean deposition rates of 15 and 32%
in the fine and coarse bed areas, respectively. Conversely, decreasing solids loading by 10%
resulted in the mean deposition rates in the fine and coarse bed areas to decrease by 5 and 9%,
respectively (Table 3-10). The impacts of these solids loading changes on PCB fate in the TIP
were also investigated and those results are presented in Section 4.6.

Table 3-10. Solids Loading Sensitivity Analysis Results
Case

Original

Rating Curve Exponent

Ft. Edward
2.02

Snook Kill
1.7

Moses Kill
1.5

TIP
Loading
(MT/yr)
37,900

Mean Deposition Rate
(cm/yr)

Fine
0.82

Coarse
0.022
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High load
Low load

2.6
1.9

2.0
1.6

1.8
1.2

47,600
34,200

0.94
0.78

0.029
0.020

3.5 IMPACTS OF A RARE FLOOD EVENT

The impacts of a 100-year flood on sediment transport processes in the Upper Hudson
River were investigated using the calibrated and validated sediment transport model. No model
parameters were adjusted during this simulation. All parameters were set at the values
determined during calibration.

The rare flood event typically referred to as the 100-year flood is defined statistically as a
discharge that has a 1% chance of occurring in any given year. This probability means that there
are 26, 63 and 87% chances that a 100-year flood will occur in any 30-, 100- and 200-year
period, respectively. This rare flood event will generate high current velocities in the Upper
Hudson River, resulting in erosion at various locations, but it will also cause large quantities of
sediment to be transported into the river from tributaries. High sediment loads in the river will
make it possible for net deposition to occur at some locations during a 100-year flood. A rare
flood event does not necessarily cause erosion to occur throughout the entire river.

3.5.1 Development of Model Inputs

Model input parameters developed and used during the calibration process were not
adjusted for the 100-year flood simulation. Boundary conditions, e.g., flow rates and sediment
loading, were specified as discussed below. Selection of appropriate initial conditions for non-
cohesive bed properties was made using an objective process.

The pieak flow rate for a 100-year flood at Fort Edward has been estimated to be 47,330
cfs, on a daily-average basis (USEPA 1996). This discharge is compared to the mean flow rate
and peak daily-average flow rates during historical floods at Fort Edward in Figure 3-50. The
1993 and 1994 spring floods, which were used for model calibration and validation, had peak
flows that were about 60% of the 100-year peak flow. Similarly, 10-year floods that occurred in
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1983 and 1998 had peak discharge that was only 28% lower than the 100-year flood. Note that
the effects of both of these floods were included in the long-term validation simulation. Thus,
the 100-year flood is a rare high flow event but the peak flow rate expected during such a flood
is no more than 40% greater than discharge during the calibration and validation flood
simulations. This characteristic of the Upper Hudson River means that the 100-year flood
simulation does not represent an extreme extrapolation beyond conditions that occurred during
model calibration and validation.

Flood hydrographs in the Upper Hudson River are variable, making it necessary to
construct upstream and tributary hydrographs for the 100-year flood that are representative of
average flood conditions. Between 1977 and 1997, nine floods occurred at Fort Edward that
were used for construction of the 100-year flood hydrograph at the upstream boundary of the
hydrodynamic models (one- and two-dimensional). Peak daily-average flow rates for these
floods ranged from 21,400 to 34,100 cfs (Table 3-11).

Table 3-11. Fort Edward Floods Used to Construct 100- Year Flood
Date of Peak Flow

April 29, 1979
April 19, 1982
May 3, 1983
April 6, 1987
May 18, 1990
April 18, 1993
April 23, 1993
April 17, 1994
May 13, 1996

Peak Daily Average
(cfs)

Hydrograph
Flow Rate

3.1,700
25,600
34,100
21,400
23,700
28,800
27,900
27,700
26,000

The rising and falling limb of the flood hydrograph was assumed to extend four days
before and after the peak flow rate, resulting in a nine-day flood hydrograph for each of the nine
floods listed in Table 3-10. The flow rates for each of the nine flood hydrographs were
normalized with respect to the maximum flow rate that occurred during a particular flood. This
process generated nine normalized flood hydrographs (Figure 3-51). A representative flood
hydrograph was created by averaging the nine normalized flow rates on each day of the flood
(Figure 3-52). The flood hydrograph used for model input was generated by multiplying the
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normalized flow rates on Figure 3-52 by the maximum daily-average flow fate for the 100-year
flood (47,330 cfs). Adjustment of the peak flow rate used for model input (49,700 cfs) was
necessary to ensure that a peak daily average of 47,330 cfs was achieved during the simulation.
This adjustment was necessary because the hydrodynamic models linearly interpolate boundary
inflows in time.

An Upper Hudson River flood that occurred in early April 1976 has been characterized as
being equivalent to a 50-year to 100-year flood. This flood occurred prior to establishment of
the USGS gauging station at Fort Edward and the magnitude of this flood can only be estimated
from discharge data at upstream gauging stations, e.g., at Hadley. However, since this flood was
obviously a major high flow event on the Upper Hudson River, the 1976 flood hydrograph at
Hadley, normalized with respect to the maximum flow rate that occurred on April 2, was
compared to the synthetic hydrograph developed above (Figure 3-52). The normalized 1976
flood hydrograph closely approximates the lower 95% confidence interval hydrograph that
resulted from the analysis. Hence, the synthetic flood hydrograph used in evaluating the impacts
of a 100-year flood is consistent with the hydrograph of a major flood on the Upper Hudson
River.

Synthetic flood hydrographs for Upper Hudson River tributaries were generated by
analyzing the hydrographs of Kayaderosseras Creek and Hoosic River during the nine floods
listed in Table 3-10. Normalized flood hydrographs for Kayaderosseras Creek were created for
each of the nine floods (Figure 3-53). An average flood hydrograph for Kayaderosseras Creek
was then calculated (Figure 3-54). Note that the peak flow in Kayaderosseras Creek typically
occurred one day before the peak flow at Fort Edward. The same procedure was used to
generate a synthetic flood hydrograph for Hoosic River, which was very similar to the
Kayaderosseras Creek hydrograph shown in Figure 3-54.

Peak daily-average flow rates in the tributaries during the 100-year flood were estimated
using results of flood insurance studies conducted by FEMA (1995). The FEMA studies
indicated that daily-average runoff rate during a 100-year flood on the Upper Hudson River
ranges from about 17 to 19 cfs/mi2. A runoff rate of 18.5 cfs/mi2 was thus applied to all
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tributaries on the day of peak flow at Fort Edward during the 100-year flood; tributary flow rates
on day 5 of the flood were specified by multiplying the runoff rate by the tributary drainage area.
Tributary hydrographs used for model input were calculated by scaling the normalized flood
hydrograph to the flow rate specified on day 5 for each tributary. Maximum tributary flow rates
ranged from 180 cfs (Flately Brook) to 16,100 cfs (Hoosic River).

Sediment loadings from upstream and tributary sources were specified using the rating
curves developed in Section 3.2.2. Total sediment loading to the TIP during the 100-year flood
was 71,400 MT. This load corresponds to approximately 190% of the estimated average annual
TIP sediment load of 37,900 MT/yr. Tributaries in Reaches 1 to 7 contributed about 164,300
MT of sediment to the river during the flood.

Initial non-cohesive bed property distributions, e.g., dso(x,y) and f2(x,y), used in the 100-
year flood simulation were determined as follows. Predicted non-cohesive bed property
distributions at the end of each year, i.e. December 31, were extracted from the TIP long-term
simulation results. Twenty-one simulations of the 100-year flood in the TIP were conducted,
with the initial non-cohesive bed property distributions of each run corresponding to the
predicted distributions at the end of 1977 to 1997. Net erosion from the cohesive bed for the 21
simulations varied within 1% of the average value. For the non-cohesive bed, the range of
predicted net erosion ranged from 7% below to 4% above the mean value of the 21 simulations.
These results show that 100-year flood results were relatively insensitive to initial non-cohesive
bed property distributions.

3.5.2 100-Year Flood Simulation Results

The 100-year flood simulation was conducted using the non-cohesive bed property
distributions predicted at the end of 1987, which produced results approximately equal to the
average of the twenty-one 100-year flood simulations. The model predicted mean erosional
depths of 0.84 and 0.14 cm for the cohesive and non-cohesive bed in the TIP, respectively.
Maximum erosional depths for the cohesive and non-cohesive bed were approximately 9 and 8
cm, respectively.
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The spatial distribution of predicted erosional depths in the TIP at the end of the 100-year
flood is presented in Figure 3-55. Erosion occurred in approximately 94% of the cohesive bed
area, with net deposition in the remaining area. In the eroded portions of the TIP cohesive bed,
erosional depths of 2 cm or less were predicted for 78% of the total cohesive area and about 4%
of the area had erosional depths greater than 5 cm (Figure 3-56). Scour depths of 1 cm or less
were predicted in approximately 97% of the non-cohesive bed area (Figure 3-56).

The model predicted that a total of 5,100 MT of sediment would be transported out of the
TIP during the 100-year flood (Figure 3-57). This mass corresponds to about 7% of the total
sediment load input to the TIP during the flood. Of the total amount of net erosion, 2,850 and
2,250 MT of net erosion occurred in the cohesive and non-cohesive bed areas of the TIP,
respectively. For comparison, net deposition was predicted in the cohesive bed areas during the
1993 and 1994 spring floods (1,360 and 880 MT of net deposition, respectively). In the non-
cohesive bed areas, 1,330 and 1,250 MT of net erosion were predicted during the 1993 and 1994
floods, respectively.

In Reaches 1 to 7, the model predicted that 2,600 MT of sediment were deposited, which
means that 2,500 MT of sediment were eroded from the Upper Hudson River and transported to
the Lower Hudson River during the flood (Figure 3-57). This amount of sediment corresponds
to approximately 1% of the average annual sediment load at Waterford. For comparison, 24,300
and 1,700 MT of net deposition were predicted in the Upper Hudson River during the 1993 and
1994 spring floods, respectively. This large difference in predicted net deposition between the
1993 and 1994 spring floods was consistent with data-based analyses of those floods, which
indicated that 71,000 and 8,700 MT of net deposition occurred in the Upper Hudson River
during the 1993 and 1994 floods, respectively. These results show the importance of tributary
sediment loading during a flood and the impact that tributary loads have on sediment transport
processes in the Upper Hudson River. Net erosion was predicted for the 100-year flood in
Reaches 2,4, 6 and 7, with net deposition being simulated in Reaches 1, 3 and 5. Mass balances
and average bed elevation changes for each reach are summarized in Table 3-12.
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Table 3-1
Nej

Reach

8
7
6
5
4
3
2
1

2. Impacts of 100- Year Flood on Bed Elevations in the Upper Hudson River,
mtive Values Indicate Erosion and Positive Values Indicate Deposition.

Cohesive Bed Changes
Net Mass

(MT)
-2,850
-1,500
-2,200
-2,800
-3,500
-1,660
-2,100 .
-100

Mean Bed
Elevation (cm)

-0.84
-4.1

-0.90
-0.36
-1.0

-0.33
-0.35
-0.10

Non-Cohesive Bed Changes
Net Mass

(MT)
-2,250

200
-400

-3,900
2,200
8,960
-200
1,800

Bed Elevation
(cm)
-0.14
0.03
-0.05
0.09
0.95
0.18
-0.05
0.02

Total Net Mass
Change

(MT)
-5,100
-1,300
-2,600
1,100
-1,300
7,300
-2,300
1,700

The 100-year flood simulation represents an extrapolation beyond the range of Upper
Hudson River conditions included in calibration and validation simulations. This extrapolation
creates uncertainty in the 100-year results and brings into question the accuracy of the
predictions. Therefore, the validity of these results was investigated by comparing 100-year
flood results to calibration and validation results in order to evaluate the significance of
extrapolating beyond data-based simulations.

Predicted flow rates at Stillwater and Waterford during the 100-year flood are compared
to the Fort Edward hydrograph on Figure 3-58. Peak flow rates at Stillwater during the 1993 and
1994 spring floods were about 33,000 cfs. Peak flow at Stillwater during the simulated 100-year
flood was predicted to be about 65,000 cfs, which is approximately twice as high as the 1993-94
floods. Similarly, Waterford peak flow during the simulated 100-year flood was nearly 80,000
cfs, corresponding to an increase of about 70% when compared to the 1993-94 flood peaks at
that location. These proportional flow increases are similar to the relative increase at Fort
Edward.

Probability distributions of maximum current velocities predicted during the 1993, 1994,
1997 and 100-year floods in cohesive and non-cohesive bed areas are given in Figure 3-59. In
cohesive areas, maximum velocities during the 100-year flood were typically about 47% higher
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than maximum velocities during the 1993-94 floods, with the median difference being about 40
cm/s (1.3 ft/s). Similarly, in non-cohesive bed areas, 100-year flood maximum velocities were
predicted to be about 43% higher than 1993-94 flood velocities, with the median difference
being about 45 cm/s (1.5 ft/s).

Of particular importance to sediment transport processes is bottom shear stress (tb), with

probability distributions of maximum tb during the four floods being compared on Figure 3-60.

The median value of the maximum bottom shear stress during the 100-year flood was about
double that found during the 1993-4 floods in both the cohesive and non-cohesive bed areas.

The 100-year flood required extrapolation of erosion calculations beyond the upper limit
of 9 dynes/cm2 used in the reach-specific resuspension potential studies conducted in the Upper
Hudson River (Appendix B). Distributions of maximum bottom shear stress, normalized with
respect to 9 dynes/cm2, in the TIP cohesive bed areas during the 1994 spring flood and the 100-
year flood are presented in Figure 3-61. Approximately 80% of the cohesive bed area had
maximum shear stresses exceeding 9 dynes/cm2 during the 1994 flood (the 1993 spring flood had
very similar results). Thus, the calibration and validation simulations produced satisfactory
results even though the resuspension flux calculations required extrapolation beyond the upper
limit of the data range for a large portion of the cohesive bed area. For comparison, the 100-year
flood produced maximum shear stresses greater than 9 dynes/cm2 over 96% of the cohesive bed.

These results make it necessary to discuss the validity of extrapolating resuspension
potential data beyond the 9 dynes/cm2 limit. Investigation of cohesive sediment resuspension
properties at high shear stresses, up to 100 dynes/cm2, has been made possible by a new type of
flume, called Sedflume, developed by Prof. Wilber Lick at the University of California, Santa
Barbara. Lick and co-workers have been studying the effects of various sediment properties,
e.g., bulk density and grain size distribution, on cohesive sediment erosion rates over a wide
range of applied shear stresses (Jepsen et al. 1997, Roberts et al. 1998). Results of a series of
erosion rate experiments by Jepsen et al. (1997) on cohesive sediments collected from the
Detroit River in Michigan are presented in Figure 3-62. The experimental data ranged from 2 to
64 dynes/cm2 and the main purpose of the study was to investigate the effects of bulk density on
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erosion over this range. To eliminate the effects of bulk density and standardize the data, erosion
rate values presented in Jepsen et al (1997) have been normalized with respect to the reported
bulk densities. Normalization of the data shows that erosion rate is a continuous function over
the range of shear stresses used in this study. This result indicates that extrapolation of
resuspension potential data beyond the 9 dynes/cm2 limit is valid and applicable to maximum
bottom shear stresses predicted in the Upper Hudson River during the 100-year flood simulation.

Comparisons of probability distributions of TIP bed elevation changes during the
simulated 1993, 1994, 1997 and 100-year floods in cohesive and non-cohesive bed areas, are
shown in Figure 3-63. The major impact of the 100-year flood is widespread erosion in cohesive
areas, where net deposition was generally predicted during the smaller, historical floods. Non-
cohesive erosional depths during the 100-year flood were greater than during the other three
floods, with about 10% of that bed area experiencing significantly greater erosion.

Maximum active layer thickness (Ta) during the 100-year flood ranged from less than 0.1
cm to about 1.3 cm in the TIP. These values were not significantly higher than the maximum Ta

values predicted during the 1993, 1994 and 1997 floods. This result would be expected,
however, because Ta is weakly dependent upon bottom shear stress.

Time-series of predicted 100-year flood suspended sediment concentrations at Stillwater
and Waterford are compared to the specified values at Fort Edward in Figure 3-64. Significant
increases in TSS concentration, and sediment load, were predicted to occur between Fort Edward
and Waterford, with maximum concentrations increasing from about 150 to over 900 mg/1 along
the Upper Hudson River. The largest increase in TSS concentration occurred between TID and
Stillwater (-300 to 800 mg/1).

Maximum TSS concentrations during the 100-year flood at TED, Stillwater and
Waterford are compared with maximum values during the 1993, 1994 and 1997 spring floods in
Figure 3-65. Generally, the relative difference between the floods tends to decrease as one
travels downstream from the TIP. Tributary sediment loading has a significant impact on the
observed increase in solids loading, as would be expected.
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The above results strongly indicate that the 100-year flood, while certainly an
extrapolation beyond calibration and validation simulations, is not an extreme extrapolation.
Conditions during the 100-year flood are generally within a factor of two of hydrodynamic and
sediment transport conditions experienced during the historical flood simulations. Extrapolation
of the cohesive resuspension formulation beyond the experimental limit, i.e., 9 dynes/cm2,
appears to be valid based upon erosion rate data presented in Jepsen et al. (1997). In addition,
bottom shear stresses exceeded this limit in 80% of the cohesive bed area of the TIP during the
1994 spring flood simulation. Therefore, the 100-year flood results can be considered a realistic
and valid extrapolation beyond calibration and validation conditions. ».

3.5.3 Comparison to Zimmie Model Predictions ,

A one-dimensional sediment transport model (HEC-6) was applied to the TIP by Zimmie
(1985). This model only considered non-cohesive sediment transport; cohesive sediment
resuspension and deposition were neglected. TIP bed property data were used to develop site-
specific model inputs for HEC-6. The sediment transport model was not rigorously calibrated,
so model predictions are uncertain. However, comparisons of Zimmie (1985) predictions to the
results presented above are informative.

The 100-year flood that Zimmie (1985) simulated used a flow rate of 63,700 cfs, which is
nearly 50% greater than the flow rate accepted as the 100-year flood at present time. Zimmie
(1985) also simulated another flood, referred to as the 10-year flood in his report, which had a
flow rate of 46,600 cfs and is only 2% (730 cfs) lower than the 100-year flood flow rate used in
this study. Thus, Zimmie's (1985) 10-year flood results are comparable to the 100-year flood
projections made in the present study. For the 46,600 cfs flood, Zimmie (1985) predicted the
maximum erosion depth to be about 5 cm (0.15 ft), with the average bed elevation change in the
TIP being -0.5 cm (-0.02 ft), i.e., net erosion. While these results indicate a slightly greater
average erosional depth than the present model (about 0.35 cm deeper mean erosion in non-
cohesive bed areas), the two models yield the same basic conclusion: the 100-year flood causes
relatively minor erosion in the TIP.
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3.5.4 Sensitivity Analysis

Sensitivity of the 100-year flood simulation to input parameters was investigated using
the procedure applied in Section 3.4. The same five parameters were varied (as discussed in that
section): (1) cohesive resuspension constant, aoi (2) sand fraction of incoming sediment load; (3)
effective particle diameter of class 2 sediment, da; (4) non-cohesive bottom roughness, z0; and
(5) non-cohesive bed armoring constant, B. A summary of the results is presented in Table 3-13.
Varying a<, to the 95% confidence interval limits caused cohesive bed erosion changes of about
+ 26%. Total erosiona! masses were changed by 10% or less due to changes in sand content of
incoming sediment load, d2 and z0. As might be expected, non-cohesive bed erosion was
sensitive to variations in the bed armoring constant (B), with changes in net erosion of-47 and
+82% from that portion of the TIP sediment bed. Consistent with the 1994 flood sensitivity
analysis, non-cohesive bed erosion varies approximately linearly with B, so changing B by a
factor of two generates about the same change in non-cohesive bed erosion. However, note that

x-x
' reasonable calibration results could only be achieved using a factor of two range for B; varying B

by more than a factor of two produces an inadequately calibrated model. Thus, a factor of two
variation in non-cohesive bed erosion during the 100-year flood is the maximum range that can
be attributed to uncertainty in B.
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Table 3-13. Sensitivity Analysis Results for 100- Year Flood in the TIP.
Negative Mass Change Values Indicate Erosion and Positive Values Indicate Deposition.

Parameter
Cohesive erosion, OQ
Cohesive erosion, OQ
Sand content
Sand content
Class 2 particle size, da
Class 2 particle size, da
Bed armoring constant, B
Bed armoring constant, B
Non-cohesive bottom
roughness, z0
Non-cohesive bottom
roughness, z0
Hydrograph
Hydrograph
Flood Plains

Value
Low
High
Low
High
Low
High
Low
High
Low

High

Low
High

Mass Change
(MT)

Fine
-2,120
-3,610
-2,730
-3,010
-3,240
-2,520
-2,900
-2,900
-2,870

-2,780

-3,240
-2,370
-1,290

Coarse
-2,250
-2,260
-2,170
-2,330
-2,330
-2,140
-1,200
-4,090
-2,260

-2,280

-1,900
-2,820

-310

Total
-4,370
-5,870
-4,900
-5,340
-5,570
-4,660
-4,100
-5,140
-5,190

-1,600

-5,140
-5,190
-1,600

Differer
On

Fine
-26
27
-4
6
14
-12
2
2

0.7

_2

14
-17
-55

ice with respect to
?inal Run (%)
Coarse

0.0
0.4
-4
4
4
-5
-47
82
0.4

1

-16
25
-86

Total
-14
15
-4
5
9
-9
-20
37
0.6

-0.8

0.8
2

-69

Sediment loading, at Fort Edward and from TIP tributaries, for the 100-year flood
simulation was estimated using rating curves, which introduces uncertainty into the results. As a
bounding calculation to estimate the effects of solids loading, the 100,-year flood simulation was
repeated with zero sediment loading from upstream and tributary sources. The impacts of solids
loading on predicted TSS concentrations at TID, Stillwater and Waterford are shown in Figures
3-64 and 3-65. These results indicate a large fraction of the predicted increase in TSS
concentration between Fort Edward and Waterford was caused by tributary solids loading, as
might be expected. However, sediment loading has minimal impact on erosional depths (Figure
3-66).

Variability in the nine flood hydrographs (Figures 3-51 and 3-53) used to construct the
synthetic flood hydrograph introduced uncertainty into the 100-year flood simulation.
Uncertainty in the synthetic flood hydrograph can be estimated by calculating 95% confidence
intervals about the mean normalized flow rate for each day of the flood and constructing the
corresponding high and low flood hydrographs shown in Figures 3-52 and 3-54. The 100-year
flood simulation was conducted using both the high and low hydrographs (Table 3-13). Variation
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in the hydrograph was found to have minor impacts on total erosion in the TIP, with total
erosional mass changing by 1% or less. The high flood hydrograph caused net erosion changes
of-17 and +25% in the cohesive and non-cohesive bed areas, respectively. This hydrograph
caused more resuspension from the non-cohesive bed, which provided additional suspended
sediment that was transported downstream and re-deposited in depositional areas of the cohesive
bed (causing a decrease in net erosion). Conversely, the low flood hydrograph produced 16%
less non-cohesive bed erosion, which caused a 13% increase in net erosion from the cohesive bed
of the TIP because less eroded sediment was available for re-deposition at downstream locations.

The simulations presented above used the numerical grids shown in Figures 2-1 to 2-8.
These numerical grids assume that the flow is confined to the main channel of the river and
overbank flow is not simulated during a major flood. The river will overflow its banks during a
major flood and flow onto the flood plains adjacent to the main channel. Current velocity
distributions, and bottom shear stress distributions, in the river will be affected when flow occurs
in the flood plains during the 100-year flood. This occurrence may also affect sediment transport
processes in the river.

The impacts of flood plain inundation on sediment transport processes in the TIP during
the 100-year flood were investigated using a modified numerical grid. This grid extended from
the main channel into the flood plains along the east and west shores of the TIP (Figure 3-67).
Topography in the flood plain grid cells was determined from flood plain topography
information utilized in the USEPA hydrodynamic model that was applied to the TIP for
calculating 100-year flood scour depths (M. Erickson, personal communication 1998).

Vegetation can significantly affect flow in the flood plains due to an increased effective
bottom roughness, Zo,fp (Darby and Thorne 1996). A formulation was developed by Darby and
Thorne (1996) that estimates the effective bottom roughness for a vegetated flood plain (Zo,fp in
meters):

/ A0-40

-0-59I mS* I
veg ——

\ *!> J

fl T>\(3-22)
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where:
Hveg = vegetation height (m)
mei = vegetation stiffness
ib = bottom shear stress (dynes/cm2)

It has been assumed in this simulation that the 100-year flood occurred during the early spring
and the flood plain was covered with dead/dormant grass, for which:

mei = 25.4 H™6 (3-23)

Calculation of Zo,fp in Equation (3-22) required an estimation of Tb to avoid having to solve for
z0,fp iteratively. In the simulation, ib calculated at the previous timestep was used to determine
z0)fp in a flood plain grid cell.

For the 100-year flood simulation with flood plains, it was assumed that all flood plain
grid cells were vegetated and Hveg was set equal to 0.1 m. The assumption was also made that no
erosion occurred in the flood plains; only deposition was allowed in the flood plain grid cells.
Thus, inclusion of flood plains in the 100-year flood simulation will not only affect TIP
hydrodynamics, but also serve as a way to increase the trapping efficiency of the TIP.

The hydrodynamic model, using the flood plain numerical grid, predicted that overbank
flow began in a few small areas in the TIP between 25,000 and 30,000 cfs. However, significant
overbank flow in the TIP was initiated between 30,000 and 35,000 cfs. These results are
qualitatively consistent with anecdotal evidence concerning flood plain activity in the TIP.

The primary impact of allowing overbank flow during the 100-year flood simulation was
to significantly reduce erosion in the main channel of the TIP. This reduction was due to
overbank flow creating lower current velocities, and Tb, in the main channel. The model
predicted that the total net mass of sediment eroded from the main channel was 69% lower, with
respect to the original run, with the inclusion of flood plains (Table 3-13). Mean erosional
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'-' /* " depths in the cohesive and non-cohesive bed areas of the main channel were 0.37 and 0.019 cm,
respectively, which correspond to 55 and 86% reductions when compared to the non-flood plain
simulation. Maximum erosional depths were about 5 and 2 cm in the cohesive and non-cohesive

: bed, respectively. Thus, the original calculation, which neglected flood plain effects, produced
conservative results; inclusion of flood plain effects in a 100-year flood simulation, which is
more realistic, reduced net erosion from the TIP.

3.5.5 Summary

The 100-year flood results indicated that relatively minor erosion, in both cohesive and
non-cohesive bed areas, will occur in the TIP, with mean erosion depths of less than 1 cm and
maximum scour depths of about 9 cm. The present TIP results for this flood were of the same
order of magnitude as predictions made by Zimmie (1985) for a similar high flow event.
Comparison of the 100-year flood to historical flood results, i.e., 1993, 1994 and 1997 floods,

^^H, showed that simulation of this rare flood event is not an extreme extrapolation from the
calibration and validation simulations. Therefore, the 100-year flood results can be considered
realistic and a valid extrapolation beyond calibration and validation conditions. Sensitivity
analyses indicated that uncertainty in the 100-year projections, due to parameter and boundary
condition variation, is less than 82%, with variation in the bed armoring constant (B) causing the
greatest uncertainty. Inclusion of flood plain effects caused a significant decrease in TIP erosion,
due to lower velocities in the main channel when the river goes overbank. Thus, the 100-year
flood simulation, with flood plains being ignored, produced conservative results and should be
viewed as an upper bound calculation.

QEA.LLC 3-65 May 1999
313779



10
H
U)
-J
00
O

100

1
"0<u
a,
bfi

10

l I I I I I T T

I I I I l i i i i i i i

10 100 1000 10000

C*TAU (mg/1 * dynes/cm2)
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Figure 3-3. Settling speed of sand particles (class 2) as a function of particle
diameter (Cheng, 1997).
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Figure 3-13. Sediment rating curve (solid line) for upstream boundary at Fort
Edward.
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Figure 3-15. Sediment rating curve (solid line) for Moses Kill.
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Figure 3-17. Comparison of Hoosic River rating curve (solid line), developed from
sediment loading analysis, to TSS concentration data collected at Eagle Bridge
gauging station on the Hoosic.
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Figure 3-18. Relationship between effective settling speed and flow rate for the
cohesive bed in a one-dimensional model grid element in the vicinity of Snook Kill.
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Figure 3-19. Relationship between effective settling speed and flow rate for the non-
cohesive bed in a one-dimensional model grid element in the vicinity of Snook Kill.
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Figure 3-20. Relationship between resuspension rate and flow rate for the
cohesive bed in a one-dimensional model grid element in the vicinity of Snook Kill.
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Figure 3-21. Relationship between resuspension rate and flow rate for the non-
cohesive bed in a one-dimensional model grid element in the vicinity of Snook Kill.
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Figure 3-22. Schematic of iterative procedure used to calibrate model.
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Figure 3-23. Comparison of predicted (line) and measured (symbols) suspended sediment
concentrations at three locations in the TIP during the 1994 flood. Top panel
shows measured flow at Fort Edward.
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Figure 3-24. Comparison of predicted (solid line) and data-based (dashed line)
changes in TIP sediment bed mass during the 1994 spring flood. Initial condition
for non-cohesive bed properties calculated during long-term simulation.
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Figure 3-29. Comparison of predicted (solid) and measured (symbols) suspended
sediment concentrations at Mechanicville and Waterford during the 1994 spring flood.
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Figure 3-31. Comparison of predicted (solid line) and data-based (dashed line)
changes in TIP sediment bed mass during the 1997 spring flood. Initial
conditions for non-cohesive bed properties calculated during long-term simulation
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Figure 3-33. Comparison of predicted (solid) and measured (symbols) suspended sediment
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Figure 3-40. Distributions of cohesive and non-cohesive bed elevation changes in the
TIP at the end of the 22-year (1977-1998) simulation.
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Figure 3-42. Probability distribution of error in predicted daily sediment load at
Stillwater (error = predicted - observed) during the long-term simulation.
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Figure 3-43. Probability distribution of error in predicted daily sediment load at
Waterford (error = predicted - observed) during the long-term simulation.
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Figure 3-44. Comparison of predicted (solid line) and observed TSS concentration
probability distributions at TID.
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Figure 3-45. Comparison of predicted (solid line) and observed TSS concentration
probability distributions at Stillwater.

Poseidon-S:\GENhud\Documents\Fina1_report\Vol_2\Section_3\prob_plot_tss_pred_v_obs_2d_rig_3_44.pro
Tuc Apr 13 19:33:08 1999 313824



1000.0

100.0 fr

.1
•4-*
Cfl

10.0
u
C/2

1.0

0.1
0.01 0.1

t i___i iti t mil 11 t i

10 20 50 80 90
Probability

99 99.9 99.99

Figure 3-46. Comparison of predicted (solid line) and observed TSS concentration
probability distributions at Waterford.
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changes in TIP sediment bed mass during the 1994 spring flood. Initial condition
for non-cohesive bed properties estimated as shown on Figures 3-10 and 3-11.
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Volume 2

SECTION 4
PCB FATE MODEL

4.1 BASIC EQUATIONS

The processes that determine the fate of PCBs in the Upper Hudson River may be divided
into two classes; (a) transport and (b) transfer and reaction. Transport is the physical movement
of PCBs caused by the net advective movement of water, mixing, and resuspension/deposition of
solids to which PCBs are adsorbed. It is specified by the flow and dispersion characteristics in
the water column and the settling velocity and resuspension rate \>f the solids. Transfer and
reaction include movement of PCBs among the air, water, and solid phases of the system and
biological [or biochemical] transformation or degradation of the compound. The processes
involved in transfer and reaction are volatilization, adsorption, dechlorination and
biodegradation.

A conceptual model of PCB fate is presented pictorially in Figure 4-1. PCBs are present
in three interacting phases: 1) freely dissolved; 2) sorbed to particulate matter or solids; and 3)
sorbed or complexed with dissolved or colloidal organic matter (DOM). PCB concentration is
affected by the various transport, transfer and reaction processes as well as external loadings
from the upstream plant site areas. A mathematical model of the system was developed from the
conceptual model by application of the principal of conservation of mass. Using this principal,
mechanistic descriptions of the various processes were combined to form the basic mass balance
equations that constitute the model. The external loadings were incorporated as forcing
functions in the solution of the equations.

Consider the concentration, c, to be the freely dissolved component of PCBs in water. It
interacts with the particulate component (i.e., the component sorbed to particulate matter) at
concentration p, through an adsorption-desorption reaction. The particulate PCB concentration
is expressed as:

QEA,LLC 4-1 May 1999
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p = rm (4-1)

where:
p = particulate PCB concentration (M/L3)
r = mass of chemical/unit mass of solids (M/M)
m = concentration of the solids (M/L3)

Initially ignoring the component sorbed to DOM, the equations governing the distribution
of the dissolved and particulate components in any surface water system may be written as
follows (Connolly and Winfield 1984):

(4_2)
—uc-—u tc-oy oz

^S A «

—uyp -—uzp +—wsp + K0mc - K2p ± S2 (s, y,ztt)oy oz oz

where:
E = dispersion coefficient (L2/T)
u = velocity (L/T)
ws = settling velocity of the particulates (L/T)
Ko = adsorption coefficient (L3/(MT))
K2 = desorption coefficient (1/T)
x,y,z = coordinate directions (L) '
t = time(T)
Sj = sources and sinks of the component due to reactions, phase transfers and

resuspension of contaminated bed sediment

QEA, LLC 4^2 May 1999
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The first three terms in each equation represent dispersion or mixing due to temporal and
spatial velocity gradients and density differences within the river. The next three terms represent
longitudinal, lateral and vertical advection, respectively. The seventh term in Equation (4-3)
accounts for the vertical advection of the particulate component due to settling. The following
two terms (and the seventh and eighth terms in Equation (4-2)) define the rate of adsorption and
desorption, respectively. The last term in both equations accounts for the chemical and
biological reactions and volatilization (water column only) that may produce or degrade the
component.

*»

Adsorption is generally treated as a rapid process relative to other processes affecting
PCBs. Following the conventional assumption, local instantaneous equilibrium is assumed.
Further, since vertical concentration gradients are small in the water column of a riverine system
such as the Hudson, the problem may be reduced to the longitudinal and lateral dimensions. This
permits the reduction of the equations for dissolved and particulate chemical (Equations 4-2 and
4-3) to the following single equation for total chemical concentration, CT:

dt dx\ * dx ) dy\ y dy ) dx dy hm

where:
S = Si + 82
Dtot = depositional flux of solids calculated by the sediment transport model

(M/(L2-T))
h = depth of the water column (L)

and

(4-5)
CO
00

P = fpcT (4-6) vo

QEA, LLC 4-3 May 1999
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where:
fd = fraction dissolved
fp = fraction particulate

The expressions for fraction dissolved and fraction particulate are derived from the relationship
defining equilibrium adsorption. For organic chemicals whose adsorption is classified as
hydrophobic bonding, equilibrium adsorption at environmentally relevant concentrations (i.e.,
less than 10~5M or one-half water solubility) is linearly related to dissolved chemical
concentration (Karickhoff 1984) and may be written as:

r = Kpc (4-7)

where Kp is the adsorption partition coefficient. Using Equation (4-7), the resulting expressions
for fraction dissolved and fraction particulate are:

(4'8)

Km
f =——-—— (4-9)Jp l }

where 0 is the porosity (water volume/total volume) and m is the concentration of suspended or

bed solids.

Inclusion of the component sorbed to DOM alters Equation (4-4) by changing the
definitions of fd and fp and adding a third component equation for the fraction sorbed to DOM
(fdom). Applying the local instantaneous equilibrium assumption and expressing the DOM
concentration as mass of organic carbon per unit volume, the expressions for fraction dissolved,
fraction particulate and fraction sorbed to DOM become:

QEA, LLC 4-4 May 1999
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(4-10)

n/ = —————£————— (4_J'

f Kdocmdoc (4-12)
Jdom n v v ^ '6 + Kpm + Kdocmdoc

where:
K<ioc — the partition coefficient between PCBs sorbed to DOM and freely

dissolved (liters/kg organic carbon)
nidoc = concentration of dissolved organic matter expressed in terms of organic

carbon (kg organic carbon/liter)

The component fractions are applied to the various processes included in the source/sink term (S)
in Equation (4-4). The descriptions of these processes are presented in Section 4.2.

A number of the terms in Equations (4-4) to (4-12) are supplied by the coupled
hydrodynamic and sediment transport models. The one-dimensional hydrodynamic model
provides longitudinal velocities (ux) and water depths (h) using the method outlined in Section 2.
Sediment transport information, (i.e., suspended solids concentration (m) and deposition and
resuspension fluxes) is transferred to the PCB fate model via the direct and indirect coupling
procedures discussed in Section 3.

The equation governing the distribution of PCBs within the sediment is similar to
Equation (4-4), however, advection and dispersion are defined differently and only vertical
transport is considered. Advection within the sediment applies only to the fraction of the PCBs
in the pore water (i.e., the freely dissolved and DOM bound fractions). Dispersion is applied
separately to the particulate fraction and the fraction in the pore water. The particulate fraction
in surface sediments is subject to mixing due to biological activity and the propagation of water

QEA, LLC £5 May 1999
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turbulence into the bed. The fraction in the pore water is subject to molecular diffusion and
dispersion associated with advection. This mixing is parameterized by the dispersion coefficient
Ea. The bed equation is as follows:

(4.13)dz dz dz dz }

where cd0m is the concentration of PCBs bound to DOM. The source/sink term (Sb) includes
dechlorination and biodegradation. In solving the equation, the component concentrations are
expressed as the product of the component fraction and the total chemical concentration (e.g., c = *

fi.cT).
n
a

The sediment and water column equations are linked by fluxes at the water-bed interface.
The equations are solved using finite difference numerical approximations with the interface

t
fluxes (settling, resuspension, diffusion and advection) specified as boundary conditions. The
settling and resuspension fluxes of PCBs are derived from the solids settling and resuspension f
fluxes provided by the linked sediment transport model (Section 3). The equation defining the
diffusion boundary fluxes is presented in Section 4.2.1. I

i

4.2 PROCESS DESCRIPTIONS \

4.2.1 PCS Flux between Sediment Pore Water and the Water Column '

The transfer of PCBs between sediment pore water and the water column occurs via some
combination of diffusion and advection. Because advection is not significant (see Volume 1 of
this report, Section 5.2.2.2), the total transfer is expressed as a diffusive process in which the flux
is dependent on the concentration gradient between the water column and the surface sediment:

(4-14)

QEA, LLC 4-6 May 1999
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where JD is an areal flux rate [i.e., the units are M/(L2T)], kf is the diffusive mass transfer
coefficient (L/T), and the subscripts s and w refer to the sediment bed and water column,
respectively. The areal flux is converted to a volumetric flux by dividing by depth of the water
column. Thus, the term describing PCB flux between sediment pore water and the water column
in Equation (4-14) is written as follows:

(4-15)

The mass transfer coefficient (kf) is an empirical parameter that incorporates a number of
processes occurring in the surface sediments, including molecular diffusion, turbulence,
bioirrigation, bioturbation and advection. As su^h, its value is best determined through the
analysis of field data.

4.2.2 Vertical Diffusion within the Bed

Vertical pore water diffusive transport within the sediment is mathematically described as
a Fickian process, in which the diffusive flux is expressed as the product of the vertical gradient
of dissolved plus DOM bound pore water concentration and a diffusion coefficient (Ds).

The mixing length between adjacent bed segments i and j (ly) is set at the distance between
segment midpoints. The pore water diffusion coefficient is based on the molecular diffusion
coefficient for PCB3+ in aqueous solution, adjusted for the tortuosity of the sediment bed. The
effect of tortuosity is to decrease the rate of diffusion, as the solid matrix impedes the Brownian
motion of dissolved PCBs+ molecules. Experimental data have shown that the effect of
tortuosity can be expressed by multiplying the molecular diffusion coefficient in solution by the
bed porosity raised to an exponent of approximately 2 (Lerman 1978).

QEA,LLC 4-7 May 1999
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4.2.3 Sorption

PCBs sorb to inorganic and detrital organic paniculate material, microorganisms and
"dissolved" humic material. For uncharged organic chemicals of limited water solubility such as
PCBs, organic matter is the predominant sorptive component of the sorbant (Karickoff 1984).
Generally, the sorptive tendency of such chemicals is described by a carbon-referenced sorption
partition coefficient, KOC- This partition coefficient describes the ratio of sorbed chemical
concentration (mass of chemical sorbed per unit mass of organic carbon) to dissolved chemical
concentration after the sorption reaction has attained equilibrium. KOC is typically treated as a
basic property of an organic chemical that is independent of the sorbant material. Since the
sorption of uncharged organic chemicals is essentially a physical association between the
chemical and the sorbant resulting from the hydrophobic nature of the chemical, the value of KOC

is proportional to other properties of the chemical that are related to hydrophobicity. By
convention, the partitioning of an organic chemical between the hydrophobic organic solvent
octanol and water is used as a measure of the chemical's hydrophobicity. The octanol/water
partition coefficient, KOW, has been shown to be approximately linearly related to laboratory
determined KOC values (Karickoff 1981, 1984; Baker et al. 1997) and it is common to assume
that KOC is equal to KOW- Since KOW values of PCBs range over 3 orders of magnitude, increasing
with increasing chlorination, the appropriate KoC value to describe partitioning of PCBs as a
group (PCBa+ in the model) will depend on congener composition.

The use of an equilibrium partition coefficient to describe PCS sorption (see Equations
(4-7) to (4-9)) requires the assumption that the kinetics of adsorption and desorption are much
faster than other processes affecting PCBs. Sorption has fast and slow stages (Pignatello and
Xing 1996). The fast stage has a time scale of minutes to hours, whereas the slow stage's time
scale is weeks to months. This biphasic process may be caused by a number of phenomena,
including: 1) rate limiting intra-particle and/or intra-organic matter diffusion; 2) different extents
of sorption among the multiple types of organic matter present on the particle; and 3)
rearrangement of the organic matter matrix after the chemical is sorbed. The conventional
conceptual model of biphasic sorption includes a reversibly sorbing component with fast stage
kinetics and a resistantly bound component with slow stage kinetics. Reversible sorption is

QEA, LLC ^8 May 1999
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adequately described by the equilibrium partitioning model (DiToro and Horzempa 1982),
resistant sorption is not. However, the resistant component is sometimes smajl and can be
neglected. For example, McGroddy et al. (1996) found that equilibrium partitioning accurately
described the partitioning of PCB congeners in Boston Harbor sediments and their desorption
from those sediments in laboratory experiments.

It appears that sediments have a limited capacity for resistant sorption. Studies with field
contaminated Hudson River sediments (Carroll et al. 1994) and laboratory-contaminated
sediments (Kan et al. 1997) indicate a saturation of the resistant compartment at environmentally

relevant concentrations of sorbed contaminant. Carroll et al. (1994) found that about 1000 \ig
total PCB/g organic carbon was resistantly bo^nd in Hudson River sediments with total sorbed
PCB concentrations ranging from 2500 to 8700 p,g total PCB/g organic carbon. Kan et al.

(1997) found that the resistant component on a river sediment saturated at about 2400 ug

naphthalene/g organic carbon and about 70 |u.g 2,2',5,5' tetrachlorobiphenyl/g organic carbon.

Ignoring biphasic sorption by assuming instantaneous equilibrium introduces error in the
PCB fate model. The model over-estimates desorption of PCBs from resuspended sediment and
may over-estimate desorption of PCBs from sediments into pore water, depending on the time
scales of diffusion and the slow stage of desorption. Use of field derived relationships between
pore water and sediment PCB concentration minimizes any error due to slow desorption into
pore water. Over-estimation of desorption from resuspended sediments results in over-
estimation of PCB flux from sediments and downstream transport of PCBs. The significance of
this over-estimation depends on the relative contributions of intermittent resuspension events and
continuous flux from pore water to downstream PCB transport and the fraction of the sediment
PCB that is resistantly sorbed. Sensitivity analyses were used to explore this issue (Section 4.6).

PCBs are known to partition to dissolved and colloidal organic matter in both the water
column and sediment. This phenomena affects the distribution of PCBs between the aqueous
and particulate phases. Sorption of PCBs within the aqueous phase reduces bioavailability,
because only freely dissolved chemical can be taken up through the respiratory surfaces of
aquatic animals (Landrum et al. 1985 and 1987).
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The partition coefficient describing the equilibrium sorption of PCBs to
dissolved/colloidal organic matter typically is expressed on an organic carbon basis, and is '
termed KdOC. The value of KdOC typically is less than that of KoC. For example, Evans (1988)
found that K^oc values for three PCB congeners sorbing to natural dissolved/colloidal organic
matter from ten lakes and two streams in south-central Ontario were 0.2 to 4% of their KoW

values. The difference is likely a consequence of differences in size, complexity and polarity of
dissolved/colloidal and particulate organic matter.

4.2.3.1 Temperature Effects on PCB Partitioning

• • 1
For equilibrium partitioning reactions, basic thermodynamics states that the equilibrium j

constant (Kp) will be a function of temperature (T) and pressure (P):

(4-17)
T

where:
AH° = net change in entropy (heat content) of the reaction

AV° = net change in volume of the system
R = universal gas constant

Taking the partial derivatives of Equation (4-17), assuming no change in pressure
produces:

(4-18)
RT2

Since:

QEA,LLC 4-10 May 1999

313856



Volume 2

dT_
T2

then Equation (4-18) can be converted to:

_ A/T
=-

Assuming that AH° is reasonably constant over environmentally significant temperature ranges
(273-293° Kelvin), then Equation (4-20) can be integrated to yield:

*,. X T2 T,

where:
KP2 = partition coefficient at temperature T2
Kpi = partition coefficient at temperature TI

By rearranging Equation (4-21) an expression for the equilibrium partition coefficient at
temperature T2 can be obtained knowing Kpi, TI, and AH°. For large non-polar compounds such
as PCBs, AH° is negative (exothermic). This indicates that PCB adsorption to natural particles
will decrease as temperature increases.

Knowing the equilibrium partition coefficient at more than one temperature allows the

-AH'solution of Equation (4-21) for the constant
R

R \ l

QEA,LLC 4-11 May 1999
313857



Volume 2

The constant A was developed for individual congeners and used in Equation (4-21) to describe <
the temperature effect on equilibrium partitioning during the model simulations. >

4.2.4 Volatilization

Volatilization is the process by which PCBs are transported across the air-water interface.
A chemical's tendency to volatilize is determined by the ratio of its equilibrium activities in air
and water (Henry's Constant). This ratio is a fundamental property of the chemical that is

»
defined by Henry's Law. The value of Henry's Constant may be calculated from the vapor

d

pressure of the chemical and its solubility in water (i.e., Henry's Constant equals the vapor
pressure divided by the solubility) or it may be calculated from the equilibrium ratio of gas phase '
and water phase concentrations in a laboratory experiment. A high Henry's Constant is •
indicative of a volatile chemical that preferentially accumulates in the air phase. A low Henry's ;
Constant is indicative of a non-volatile chemical that preferentially accumulates in the water
phase. Values of Henry's Constant are presented either in units of partial pressure per unit ]
aqueous concentration (e.g., atm-m3/mol) or as a dimensionless ratio of concentrations (e.g.,

-^ >y jj

(mol/m )/(mol/m )). The dimensionless ratio is derived from the dimensioned ratio by dividing \
by the product of the universal gas constant and absolute temperature, i.e., RT, thus converting

3
pressure into concentration using the ideal gas law. I

Volatile chemicals have dimensionless Henry's Constants greater than about 0.1 (0.0025 ,,
atm-m3/mol). As points of references, the highly volatile chemicals vinyl chloride and oxygen ,
have Henry's Constants at 20°C of about 4 and 21 (0.1 and 0.5 atm-m3/mol), respectively.
Numerous experimental determinations of Henry's Constants for PCBs have been published
(e.g., Bopp 1983, Burkhard et al. 1985, Murphy et al. 1987, Dunnivant and Elzerman 1988,
Brunner et al. 1990). These studies have used various methodologies that have yielded differing
estimates. Several of these results, aggregated by homolog group and adjusted to a temperature
of 20°C, are shown in Figure 4-2. Values range from about 0.05 to 0.0005. They are highest for

the lowest chlorinated congeners and decrease as chlorination increases. Values for Aroclors
1242 and 1254, as reported by Murphy et al. (1987) and indicated in Figure 4-2, are about 0.01
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and 0.008, respectively. While all of the reported PCB Henry's Constants are below the level of
volatile chemicals, they are of sufficient magnitude to make volatilization a significant process,
particularly in systems with large surface areas and long residence times.

The PCB Henry's Constants have a positive dependency on temperature that conforms to
Equation (4-21). Laboratory data indicate an approximate doubling of the Henry's Constant for
every 10°C temperature increase (Tateya et al. 1988, ten Hulscher et al. 1992).

The rate at which volatilization occurs is dependent on the mass transfer coefficient at the
air-water interface and the concentration of PCBs in the water column. Only freely-dissolved
PCB can be transported across the interface and sorp^ion to particulate or dissolved organic
carbon reduces volatilization. The equation used to describe PCB flux due to volatilization is as
follows:

k ( c
—tL\r — -&-- (A-J1\(423)

where:
!CL = volatilization mass transfer coefficient (L/T)
Cair = vapor phase PCB concentration in air (M/L3)
H = dimensionless Henry's Constant

The mass transfer coefficient is dependent on the rates of mass transfer through relatively
thin layers of water and air at the interface, which are in turn dependent on the concentration
gradients in the layers, and the diffusivity of PCBs in the layers (O'Connor 1983,1984).

(4-24)
—H

where:
kg = vapor phase mass transfer constant (L/T)
ki = water phase mass transfer constant (L/T)
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Volatilization also occurs at each of the waterfalls at the dams on a river. Nearly all of
the mass transfer associated with the waterfall occurs in the plunge pool between the water and
entrained air bubbles (McLachlan et al. 1990, Cirpka et al. 1993). The mass flux is dependent
on the relative flow rates of entrained air and water, the Henry's Constant of the chemical, the
rate of mass transfer between the bubble and the water and the residence time of the rising air
bubble (Cirpka et al. 1993). At small Henry's Constants, the bubbles equilibrate with the water
and the downstream dissolved chemical concentration (ca) may be computed from the upstream
concentration (cu) by the following formula:

1
HGH
1 T o

c +^u ~

Lrfi

Q
i GH
1+ —o ,

H
(4-25)

where:
G

Q

entrained air flow rate
river flow rate

The flow rate ratio (G/Q) depends on the speed of the falling water and the volume of air
trapped within that water. Cirpka et al. (1993) estimated ratios of about 0.03 to 0.07 from field
studies with chemicals volatilizing at river cascades 1 to 2 meters in height. On the other hand,
McLachlan et al. (1990) estimated a value of 20 for Niagara Falls.

4.2.5 Dechlorination

Numerous studies in the laboratory and the field have identified anaerobic PCB
dechlorination as important biotransformation processes (see Bedard and Quensen 1995 for a
review). The process depends on the chlorine substitution pattern of the PCB and site-specific
environmental factors. In general, only meta and para chlorine can be removed and their
removal depends on the total number and position of the chlorine atoms on the molecule (Brown

QEA, LLC 4-14 May 1999

313860



Volume 2

et al. 1987a&b, Sokol et al. 1998a). The rate of dechlorination increases with PCB
concentration and may plateau at PCB concentrations of several hundred ppm (Abromowicz et
al 1993, Sokol et al 1998b). A threshold PCB concentration necessary for dechlorination has
been observed in some studies, but not in others. Sokol et al (1998b) found that dechlorination
did not occur below Aroclor 1248 concentrations of about 30 ppm that were added
experimentally to St. Lawrence River, New York sediments. Similarly, the USEPA concluded
from an analysis of PCB congener composition in Upper Hudson River sediments that
dechlorination did not occur in any predictable manner below a sediment PCB concentration of
about 30 ppm (USEPA 1997). However, this conclusion was contested by the independent panel
of peers selected by EPA to review their Data Evaluation and Interpretation Report and Low
Resolution Sediment Coring Report (Albany Marriott, Albany, New York, March 16-18, 1999).
In addition, alternate analyses of the Upper Hudson River data indicated that dechlorination
occurred at concentrations as low as 1 ppm (Schweiger et al 1997). Consistent with these
analyses, experiments using Upper Hudson River sediments spiked with PCBs found no
evidence of a threshold (Abromowicz et al 1993, Fish 1996).

Laboratory experiments indicate that dechlorination is accomplished over a period of
several months to a year. A lag is sometimes observed, followed by a rapid phase and then a
slow phase to completion (Abromowicz et al 1993, Fish 1996, Sokol et al 1998b). In situ
dechlorination rates may be lower than those observed in the laboratory. Sokol et al (1998a)
found that PCBs in St. Lawrence River sediment at a concentration of about 300 ppm had
undergone a reduction in the average number of chlorine atoms per biphenyl from a presumed
starting level of 3.9 to 3.2. During incubation in the lab, the average chlorine content declined to
2.5 chlorine atoms per biphenyl in less than four months, a period much shorter than the likely
incubation time in the river. A further suggestion that in situ rates are slow is provided by the
dechlorination status of Upper Hudson River sediments. Sediments with lower PCB
concentrations generally exhibit less dechlorination (USEPA 1997, Schweiger et al. 1997) and a
congener makeup consistent with ongoing dechlorination (Schweiger et al. 1997). Further, dated
sediments show continual dechlorination over decade-long time scales (McNulty 1997).
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Dechlorination is not a major mass loss mechanism for total PCBs. The USEPA has
estimated that it accounts for about a 10% loss in the Upper Hudson River (USEPA 1997). As
such, it may not be an important factor in a total PCB model. However, it could be significant to
the modeling of PCB3+ because dechlorination involves the transformation of PCBs from the
PCB3+ fraction to mono- and dechlorinated PCBs.

The laboratory and field data suggest a model for dechlorination of PCB3+ in which the
PCBs are divided into dechlorinateable and non-dechlorinateable fractions. The kinetics are
complex because the loss of chlorine atoms equates to a loss of PCB3+ only for tri-chlorinated
congeners. Thus, an accurate model requires consideration of the dechlorination pathways of
individual congeners as well as their dechlorination rates. Such quantification is a formidable
task and was beyond the scope of this modeling effort. However, a simple approximation was
made by grouping PCB3+ congeners into those that can and can not be dechlorinated and treating
the loss of the dechlorination susceptible fraction as a first-order kinetic process:

^—kA (4-26)dt "c dc^

where:
cdc^ = concentration of dechlorination susceptible PCB3+

kdc = first-order rate constant (1/T)

4.3 APPLICATION TO THE UPPER HUDSON RIVER

Application of the PCB fate modeling framework to the Upper Hudson River involves a
finite difference numerical approximation of the spatial derivatives in Equation (4-4) and
specification of the coefficients and parameters that define the hydrodynamic, sediment transport
and PCB fate processes described previously. The numerical approximation of the spatial
derivatives is, in essence, the division of the river into discrete grid cells or segments within
which concentration is constant. The hydrodynamic and sediment transport coefficients and
parameters are passed to the fate model from the hydrodynamic and sediment transport models.
These include water surface elevation, flow, suspended solids concentration, depositional solids
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flux and resuspension solids flux. The coefficients and parameters describing the PCB fate
processes were estimated from site-specific data and/or theory as described below.

4.3.1 Segmentation of the Water Column

Division of the river into grid cells or segments for solution of the mass balance
equations was based on data availability and the desired spatial resolution. In general, the water
column is well-mixed over the cross-section such that a one-dimensional representation of the
water column captures its major characteristics. Longitudinal changes in the water column tend
to be gradual, as evidenced by the differences in PCB and 7SS levels at the four USGS sampling
stations between Fort Edward and Waterford. The greatest change in PCBs occurs across the
TIP. In consideration of these patterns, the water column was segmented more finely within the
TIP than in reaches downstream of the TIP. The TIP is represented by twelve grid cells; each
approximately 0.5 miles in length (Figure 4-3). The 34-miles from the TID to Troy is divided
into fourteen grid cells (Figure 4-4) that vary in length Horn about 2 to 3 miles.

Lateral concentration gradients exist at locations with backwater areas along the shoreline
(QEA 1998b). The one-dimensional segmentation does not resolve these gradients. A separate
model of the TIP is being developed to investigate the two-dimensional aspects of water column
PCB levels in the TIP. This model will be reported on at a later date.

Cross-sectional geometry, temperature and suspended solids organic carbon content were
specified for each segment. The geometric analysis conducted for the hydrodynamic models was
used to specify the average width of each segment. Segment depth varies with river flow and the
depths calculated by the hydrodynamic model were used in the PCB fate model. Because of the
difference in resolution between the models, the hydrodynamic results were manipulated as
discussed in Section 2.2.4 to provide flows, volumes, and depths to the fate model. An annual
temperature cycle was estimated from the temperature data collected at TID as part of the weekly
monitoring conducted by GE (Figure 4-5). This temperature cycle was assigned to each of the
water column segments.
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Suspended solids organic carbon (OC) contents were estimated from USEPA Phase 2
weight-loss-on-ignition (WLOI) measurements conducted at 375°C and 450°C using the
relationships, (USEPA 1997):

%OC = 0.611* WLOIm375 (4-27)
%OC = 0.528 *WLOI450

These relationships were developed from paired measurements of organic carbon and WLOI on
sediment samples from the USEPA High Resolution Core Study (USEPA 1997). Thus, their
application to WLOI measurements for suspended solids represents extrapolation. The validity
of this extrapolation is supported by the observation that surface sediment samples (i.e.,
sediments most recently deposited from the water column) exhibit a relationship consistent with
the overall data set (Figure 4-6).

Figure 4-7 shows the estimated %OC at five stations from Fort Edward to Waterford.
The data exhibit a strong seasonal variation at all stations with Spring OC dipping to about 1/3 of
the Summer and Autumn levels. A strong correlation of OC with location also exists, with the
highest values occurring at the upstream stations and decreasing with distance downstream.

The seasonal variation appears to be caused by a dependency of %OC on river flow. At
the stations with sufficient data to examine this dependency (Fort Edward, TIP and Waterford), a
consistent pattern was observed (Figure 4-8). Values exhibit little dependency on flow at flows
less than about the annual average value. A decline occurs as flow increases to about double the
average flow, after which values are again relatively independent of flow. The low flow %OC
was about 32 at Fort Edward, 29 at TID and 17 at Waterford. The high flow %OC was about 14
at Fort Edward, 13 at TID and 8 at Waterford. Thus, at all three stations, the average at low flow
was about twice the average at high flow. The relatively high %OC calculated from the WLOI
data are supported by direct measurements of %OC on particulate matter captured from the water
column at Rogers Island at a river flow of about 2,900 cfs as part of the GE DNAPL study
(HydroQual 1997b). Six measurements on particulate matter from the surface, mid-depth and
bottom waters ranged from 22% to 32% with a mean of 26%.
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The %OC data at Waterford were grouped into normalized flow intervals and averaged.
The mean of these averages at river flows less than the annual average flow (Qavg) was used to
estimate low flow %OC at 17.3%, and the mean at flows greater than 2Qavg was used to estimate
high flow %OC at 8.2%. The %OC in the transitional flow region between Qavg and 2Qavg was
assumed to decline as a simple power function of order n=-1.08. This functional relationship
also describes the Fort Edward and TID %OC data using scale factors of 1.80 and 1.63,
respectively. Distance based linear interpolation was used to estimate the %OC for model
segments locations between Fort Edward, TID and Waterford.

4.3.2 Segmentation of the Sediment

The sediment transport model divides the riverbed into areas of cohesive or fine
sediments, areas of non-cohesive or coarse sediments and hard bottom (see Figures 3-5, 3-6 and

^ 3-7 and Table 3-1). The PCB model uses the same differentiation, but with a coarser
segmentation. All of the sediment transport grid cells were aggregated by type of sediment. In
this way, the PCB model has single cohesive and non-cohesive sediment cells under each water
column cell.

The cohesive and non-cohesive sediments associated with each water column grid cell
are vertically segmented at one-centimeter intervals. The cohesive sediment is 25 centimeters
deep and thus has 25 grid cells for each water column cell. The non-cohesive sediment is 5
centimeters deep and thus has 5 grid cells for each water column cell. A shallower depth is
accounted for in non-cohesive sediments because data for these coarse sediments generally is
limited to surface sediment grab samples. The non-cohesive sediments of the Upper Hudson
River have a median particle diameter of about 800 \an, corresponding to a coarse sand and a
gravel content of about 20 to 40%. This type of sediment resists penetration by grab sampling
devices and the sampling depth of grab samples was presumed to be less than the average of 5
inches indicated by Tofflemire et al (1979) for all grab samples collected in the 1977 survey.

~S~*^ Further, the sediment transport model confirms that the non-cohesive sediments are non-
depositional and are not likely to have accumulated PCBs at significant depths.
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Surface area, dry bulk density, particle density and solids organic matter content were
specified for each sediment segment. Surface area was determined from the cohesive and non-
cohesive bed areas developed for the sediment transport model (see Section 4.2.1). From data
analyses conducted for the sediment transport model, dry bulk densities of 0.87 g/cm3 and 1.38
g/cm3 were assigned to the cohesive and non-cohesive segments, respectively.

The solids organic matter content was calculated from the 1991 GE sediment survey.
Average values of surface OC content of non-cohesive sediments were calculated for each reach
individually and are given in Table 4-1. These values range from 0.55% to 1.04% with the
highest OC at the TIP. Since no non-cohesive samples were taken in reach 7, adjacent reach OC
values were interpolated by distance to estimate reach 7 OC. These OC values were applied to
all model 0-5cm non-cohesive sediment segments within each respective reach. Surface and
sub-surface cohesive sediment OC were analyzed by reach and it was found that surface and sub-
surface samples were not statistically different from each other. Accordingly, cohesive sediment
OC values at all depths were averaged by reach to generate the cohesive OC values in Table 4-1.
These values range from 0.72% to 3.18%, being generally 2-3 times higher than non-cohesive
OC. Reach average values were applied to all cohesive sediment segments within the reach.
The 1991 sediment OC distributions were compared to sediment OC (estimated using volatile
solids) from other sediment surveys. The estimated OC content in both cohesive and non-
cohesive sediment from 1977 and 1984 were generally more than a factor of two higher than
1991. This higher OC content may be associated with the presence of organic debris, including
wood chips, that was deposited following the removal of the Fort Edward Dam. Sediment OC
distribution from the 1998 survey is generally the same as 1991.

Table 4-1. Sediment Organic Carbon Content (%)
Reach

1
2
3
4
5
6
7

Non-cohesive
0.72
0.62
0.55
0.57
0.62
0.81
0.93

Cohesive
1.44
0.72
1.78
2.68
1.59
2.56
3.18
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4.3.3 Diffusion Mass Transfer Coefficients within the Bed and at the Water-Bed Interface

Pore water mass transport within the sediment bed and at the sediment/water interface
consists of diffusive and advective mechanisms. Pore water diffusion is driven by a vertical
concentration gradient, while advection within the bed and between the bed and water column
results from vertical hydraulic gradients. Pore water mass transport in the model is represented
as two separate processes: 1) vertical diffusion between sediment bed layers, and 2) exchange
with the water column at the sediment/water interface. These processes are parameterized
differently in the model, as described below.

4.3.3.1 Vertical Diffusion within the Bed

The vertical pore water diffusion coefficient used in the Hudson River model was based
on the molecular diffusion coefficient for PCBs+ (Section 4.3.7) and sediment bed porosity.
Porosity was calculated from measurements of sediment dry bulk density (see Section 4.3.2) and
an assumed particle density of 2.6 g/cc. Calculated values of porosity are 0.67 for cohesive
sediments and 0.47 for non-cohesive sediments. Based on these values and the expression
discussed in Section 4.2.2 (Ds = DW02), the vertical pore water diffusion coefficient at 20°C was
estimated at 0.2 cm2/d for cohesive sediments and 0.1 cm2/d for non-cohesive sediments.

4.3.3.2 PCB Exchange at the Sediment Water Interface

Mechanisms of sediment-water exchange

PCB exchange across the sediment-water interface occurs as a result of numerous
physical, chemical, and biological mechanisms. Hydrodynamically induced resuspension,
described in Sections 2 and 3, dominates sediment-water exchange during periods of elevated
flow. During low flow periods, a number of possible mechanism contribute to sediment-water
exchange, including:
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• molecular diffusion of PCBs contained within sediment pore waters,
• transport of natural colloids to which PCBs have sorbed,
• groundwater advection of contaminated pore water, and
• bioturbation induced pore water and particulate transport.

Molecular diffusion occurs as a result of the random molecular motion which transports
dissolved PCB molecules from the region of high concentration within surface sediment pore
waters to the lower concentration region of the overlying water column. Molecular diffusion, the
most ubiquitous mechanism of PCB transport across the sediment-water interface, occurs
wherever a concentration gradient exists between sediment pore water and the overlying water
column.

Decomposition of natural organic matter and subsequent sediment diagenesis processes
form stable colloidal-sized particle suspensions within sediment pore waters. Due to their
organic content, these suspended colloidal particles preferentially sorb PCBs. Transport of these
sorbed PCBs across the sediment-water interface occurs as a result of diffusion of the colloids
across a concentration gradient that exists at the sediment-water interface.

The advection of groundwater across the sediment-water interface occurs due to
hydraulic gradients that may exist between the adjacent groundwater aquifer and the river. The
upward flow of groundwater through surface sediments and into the overlying water column
results in water column PCB loading since groundwater traveling through sediments will
accumulate PCBs as a result of partitioning between groundwater and the contaminated sediment
particles. This process is regulated by the hydraulic conductivity of the sediment, which varies
by sediment type.

Bioturbation is a general term describing the transport of pore waters and surface
sediment particles by the activities of benthic organisms such as macroinvertebrates. Benthic
macroinvertebrates process sediment during burrowing, sediment ingestion, sediment defecation,
and tube building activities. The net result of bioturbation is that surface sediments are mixed.
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This mixing activity enhances the exchange of contaminants between' the sediments and
overlying water column by transporting materials across the interface.

While the processes controlling sediment-water exchange are generally understood, a
mechanistic representation of each of these processes with appropriate Hudson River-specific
parameterization is not feasible because data do not exist to support such representations in the
model. Therefore, the combined effect of these sediment-water exchange processes was
modeled empirically by a lumped sediment-water exchange coefficient that is calibrated to
seasonal sediment PCB loadings under low flow conditions, as described in detail below.

Seasonality and Source of Observed PCBs+ Loadings

PCBa+ loading observed between the Rogers Island station at the headwaters of the TIP
and the TDD follows a seasonal pattern (Figure 4-9). Typically, lowest daily loads occurred
during the winter low-flow period and maximum daily loads occurred immediately following the

/

spring high flow period. Although a sampling bias was discovered for the TID-west station used
to calculate these loadings (QEA 1998b), simultaneous monitoring from this station and an
unbiased station in 1998 indicate that, while the absolute magnitude of the loading differs, the
seasonal loading patterns generally track each other (Figure 4-10). These data indicate that
seasonally varying low flow sediment-water exchange, attributable to a number of possible
mechanisms, is a characteristic of the upper Hudson River.

The composition of summer low-flow PCB loadings from the TIP was used to infer the
nature of PCB sources to the water column. The composition of the summer low-flow (June -
August 1998) average TIP load was calculated as the difference in water column derived PCB
congener peak loading across the TIP using data collected from Fort Edward and the unbiased
station at the TED (QEA 1998b). The source of this loading was assessed by: 1) calculating the
required composition of a particulate-phase sediment source under the assumption of equilibrium
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partitioning between sediments and pore waters2, and 2) comparing the "required" sediment
source with sediment obtained from different depths within the TIP.

The sediment source required to produce the PCB congener loadings observed from the
TIP in 1998 best matches the surface sediment PCB composition as represented by the 0-2 cm
sections of the cores collected from the TIP in 1998 (Figure 4-1 la). In contrast, the source of the
TIP load does not appear to match the composition of PCBs found at depths greater than 9 inches
(Figure 4-1 Ib). This analysis indicates that the source of the TIP PCB load is surface sediments
as expressed through desorption and transport mechanisms. These could include a direct pore
water exchange process (e.g., diffusion, bioturbation, or groundwater adveetioft) and/or surface
sediment resuspension and subsequent PCB desorption (e.g. biologically-induced particle
resuspension) each of which can be described as a Fickian mixing process occurring across the
concentration gradient that exists at the sediment-water interface. Regardless of the mechanism,
the source of the PCB loadings observed from the TIP appear to be derived from surface
sediment sources (i.e., 0-2 cm).

Representation in the model

Mass transport at the sediment-water interface by mechanisms other than hydrodynamic
resuspension, as presented above, is represented in the model as a Fickian process (Equation
4-14). The concentration gradient is expressed as the difference between the pore water
concentration in the surficial bed layer (top 1 cm in the model) and the dissolved phase
concentration in the overlying water column segment. An overall mass transfer coefficient, kf,
that combines the effects of the various physical, biological, and chemical mass transfer
mechanisms was used to represent non-hydrodynamically induced PCB3+ exchange across the
sediment-water interface.

Parameterization of kf in the Hudson River model was empirically derived based upon
1998 water column and sediment data collected from TIP3. To account for the observed

2 Equilibrium partition coefficients were derived from USEPA water column particulate and aqueous phase PCB
data and were adjusted for temperature effects (USEPA, 1997).
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seasonality in low flow sediment-water exchange, a low flow mass balance calculation was
developed for the entire pool. The PCB3+ loading to the water column (i.e., gain across the pool)
observed in 1998 (Figure 4-12) was set equal to the 1998 surface sediment pore water diffusive
loading. Mathematically, this was accomplished by rearranging the mass balance Equation
(4-14) to solve for kf as follows:

where:

(4-28)

QFE = the average daily flow at the USGS gage in Fort Edward, New York,
CTTID = the PCB3+concentration at TED (TID-PRW2 station),
CTRI = the PCB3+at Rogers Island (R.197Br. station),
As = the sediment surface area in TIP, and
(c+Cdom)s = the average surface sediment pore water dissolved + DOM bound

concentration in TIP (calculated from sediment-pore water equilibrium
partitioning)

The value of (c + Cd0m)s in Equation (4-28) was calculated from the observed surface
sediment PCB3+ concentration and the sediment partition coefficient used in the model (see
Section 4.3.5). An observed KOC of 105'61 L/kg was used to calculate sediment-pore water
partitioning. Temperature effects on sediment-pore water partitioning in the TIP kf calculation
were based on Equation 4-21 and parameterized from water column partitioning studies
conducted by the USEPA (USEPA 1997).

The average surface sediment PCBs+ concentration in TIP was calculated from 1998
surface sediment data (0-2 cm; QEA 1998c). The averaging procedure for the 1998 data was
similar to that used to develop initial conditions for the model (Section 4.4.3.1):

Data for 1998 collected from the station located within the center channel immediately downstream of the dam was
used because of a sampling bias that exists for data collected from the shore-based sampling station prior to this time
(QEA, 1998).
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1. Each sample was classified as cohesive or non-cohesive, based on sediment description
information provided in field logs,

2. Average cohesive and non-cohesive concentrations for each model segment within TIP
were developed based on an arithmetic mean (non-cohesive) or an area-weighted mean
(cohesive)4, and

3. Cohesive and non-cohesive areas (Plate 4-1) and average PCB3+ concentrations for each
model segment within TIP were used to develop an area-weighted mean concentration for
the entire TIP.

Using this procedure and organic carbon values from the model (Section 4.3.2) produced
an average organic carbon-normalized PCB3+ concentration for TIP surface sediments (0-2 cm)
of 706 mg/kg OC. Based on this value and the observed partitioning coefficient discussed
above, a 20°C average (cd + cdom)s of 1.7 |ig/L was used for the TIP kf calculation.

Equation (4-28) was solved for all low-flow sampling events between October 1997 and
September 1998 for which unbiased samples from the TID region of the river were available. A
temporal plot of the flow at Fort Edward, water column PCB3+ concentrations, the PCB3+ load
gain across TIP, and the kf calculated by Equation (4-28) is shown in Figure 4-13. As this plot
demonstrates, the calculated exchange coefficient within TIP appears to vary seasonally. During
the winter months (November to March), kf is on the order of 3 cm/day. The calculated kf

increases in early spring and peaks between 10 and 14 cm/d in late spring/early summer. The
value of kf remains higher than 4 cm/day throughout the summer and decreases in late
summer/autumn. Although the precise mechanism(s) responsible for the seasonaliry in
sediment-water exchange are unknown, the timing of the peak and subsequent decline suggests
that kf may be linked to biologically mediated mixing in the surface sediments.

Specification of kf seasonality in the model was based upon a visual inspection of the
values calculated by the TIP low-flow mass balance analysis (i.e., Figure 4-13, panel d). The
general trend of the fit was based upon an early summer peak, a tail-off in the autumn, and a

sustained low value throughout the winter months. The function used to describe the yearly
fluctuation of kf is shown in Figure 4-14. This function was based upon average calculated

4 Means were weighted by the number of cores in each sample so that composite samples (i.e., from the Broad-Scale
Program) were given more weight than individual cores (i.e., from the Focused Sediment and Cesium Coring
Programs) in the averaging (QEA, 1998b).
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values with occasional anomalous high values omitted. Uncertainty associated with non-detect
PCB values at Fort Edward was accounted for by calculating kf values with assumed
concentrations of both the total PCB detection limit (1 1 ng/L) and zero. Greater confidence was
given to values at intermediate flows (i.e., 3500-10,000 cfs) since the long TIP residence times at
low flows likely degrade the assumption that the Fort Edward and TDD samples are paired. The
yearly kf pattern exhibited in Figure 4-14 was used to describe non-hydrodynamically-induced
sediment-water exchange throughout the model domain.

4.3.4 Particulate Mixing within the Bed

The varied feeding and burrowing activities of the Upper Hudson River benthic
invertebrate community result in the random movement of sediment particles and entrained
sediment pore waters. This process of bioturbation is mathematically described as a "particle
diffusion" process (first term of Equation (4-13)). The parameterization of this process in the
model (depth and intensity of surface sediment mixing) was inferred from the observed surface
sediment gradients in PCB concentration and composition, the structure and abundance of the
benthic macroinvertebrate community, and the relationship between biota and surficial sediment
PCB composition.

The gradients in surface sediment PCB3+ concentrations and composition observed in
finely sectioned sediment cores collected in 1998 were used to qualitatively assess the depth of
surface sediment mixing. Although highly variable, PCBa+ concentration and composition (molar
chlorine per biphenyl) profiles typically showed little gradient within the surface 2 to 5 cm
(Figures 4-15a-c and 4-16a-c). This lack of structure within the sediment profiles indicates that
there is some degree of biological mixing within the top 5 cm of the fine sediments in which the
cores were taken. This conclusion is supported by the detection of 7Be in the 2-4 cm layer of
most of the high-resolution cores collected in 1992 as part of the USEPA Phase 2 sampling
program (USEPA 1995). 7Be is a cosmogenic radionuclide that decays with a half-life of 53
days. Its presence in the 2-4 cm layer indicates that particle mixing has occurred to at least a
depth somewhat greater than 2 cm.
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The invertebrate fauna of the Upper Hudson River sediment bed is dominated by
chironomids and oligochaetes (see Section 5.2.1). In a recent Upper Hudson River survey,
Exponent (1998a,b&c) measured the abundance of benthic macroinvertebrates within a number
of Upper Hudson River habitats. The mean total abundance of benthic macroinvertebrates
occupying the surface sediments ranged between approximately 10,000 to 35,000 individuals/m2

depending on the substrate and vegetation type (Figure 4-17). Generally, the chironomid midges
were the most abundant taxon, ranging from 1600 individuals/m2 to over 16,000/m2 depending
upon the habitat (Figure 4-18).

The depth to which chironomids and oligochaetes burrow is species-, substrate- and
environment-specific. Most of the available studies of the effects of these organisms on
sediment bed mixing have been conducted in lake sediments. These studies indicate that
chironomids and oligochaetes are generally found at depths of 8 to 10 cm (McCall and Tevesz
1982, Ford 1962). Based upon these data, some mixing is likely to be occurring within the Upper
Hudson River to a depth of approximately 10 cm. However, the majority of the feeding activity
and, therefore, particle mixing is likely to be at a shallower depth. In the Upper Hudson River,
analysis of PCB composition fish and sediments suggests that PCB exposure to the benthic fauna
is limited to the top 2 cm of the sediment (see Section 5.2.3).

Based upon the results of the benthic macroinvertebrate survey, the 1998 surface
sediment coring program, the 1992 sediment coring program, analysis of PCB composition in
sediments and fish, and model calibration a partially mixed surficial sediment layer depth of 10
cm was chosen to represent conditions within the Upper Hudson River cohesive sediment.

Because non-cohesive sediment has a high solids content and little or no net deposition of
particulate matter, it seems logical that the depth of particle-mixing would be lower than that of
the cohesive sediment. On the basis of model calibration, a depth of 3 cm was chosen for these
sediments.

The magnitude of the particle-mixing coefficient is uncertain. Values have been
estimated at numerous sites by fitting the diffusion model to the measured vertical profiles of
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natural or introduced tracers. Thorns et al (1995) presented a compilation of the available data
that indicate that the mixing process varies seasonally and from site-to-site. Values of the
particle diffusion coefficient range from about 10~9 to 10"6 cm2/s. Olsen et al. (1981) calculated
surface values of about 10"8 cm2/s in Foundry Cove and Lents Cove in the Lower Hudson River.
The 7Be data from the high resolution cores, although noisy, suggest a high particle mixing
intensity because mean levels in the 2-4 cm layer were typically within a factor of 2 to 3 of levels
in the 0-2 cm layer. A value of 10~7 cm2/s was used in the model for both cohesive and non-
cohesive sediments.

4.3.5 Sorption Partition Coefficients

Sorption of PCBs to water column suspended paniculate matter was analyzed using
USEPA Phase 2 water column data (USEPA 1995). Partition coefficients calculated from Phase
2 Transect Survey data (Figure 4-19) generally fall into two spatial categories, those samples
above Fort Edward show about an order of *nagnitude higher partition coefficients than those
below Fort Edward. The average partition coefficient below Fort Edward remains relatively
constant from TID to Green Island Bridge. Differences in suspended organic matter above and
below Fort Edward (Section 4.3.1) are not sufficient to account for the order of magnitude
partitioning differences.

Partition coefficients on an organic carbon basis (Koc) were calculated using organic
carbon contents of solids (%OC) estimated using WLOIsvs and Equation (4-27). Measured
apparent organic carbon partition coefficients for each congener were evaluated in relation to
octanol-water partition coefficients (Kow) as reported by Hawker and Connell (1988) (Figure 4-
20a-b). Measured values for KOC approximately equal KOW in summer (Transects 005-006) and
are higher in winter and spring (Transects 001-004). This is most likely the consequence of the
temperature dependency of partitioning. It is notable that in all samples the relationship between
KOC and KOW is approximately linear. A linear relationship indicates that sorption was not
appreciably impacted by the presence of DOM. If a significant fraction of the PCBs in the
filtered water samples had been sorbed to DOM, the Koc-Kow relationship would deviate from
linearity in the manner illustrated in Figure 4-21. Consistent with the work cited in Section
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4.2.3, the partitioning to paniculate organic matter apparently is much greater than the
partitioning to DOM. For this reason, competitive sorption to DOM was not considered in the
model.

Dissolved and paniculate PCB3+ data for Transects 001 to 006 were analyzed in order to
estimate KOC- Because of anticipated temperature effects, data from different transects were
grouped based upon in situ temperature: Transects 001 and 002 at about 1°C, Transects 003 and
004 at about 3°C, and Transects 005 and 006 at about 20°C. Data at Fort Edward were analyzed
separate from data at stations between TID and Waterford due to the observed partitioning
differences cited above. Figure 4-22a shows paniculate (on organic carbon basis) versus
dissolved PCBs+ for samples taken at Fort Edward. Regression at each temperature yields KOC
values that increase from 10626 at 20°C to 106'75 at 1°C. Similar regressions of TED through
Waterford data (Figure 4-22b) yield KOC values that range from 10562 to 105'93. A K^ at 20°C
value of 105'6 was used for model segments representing TID through Waterford, a value of 106'3

was used for Fort Edward, and distance based linear interpolation was used to estimate KOC at
20°C values from Fort Edward to TID. In order to determine the temperature correction
coefficient [AH°/R in Equation (4-21)], KOC values at each temperature were normalized to the
corresponding 20°G value and regressed against 1/T (Figure 4-23) to produce a coefficient of
1375K. With this correction, K<>c more than doubles as temperature decreases from 20°C to 0°C.

The sorption of PCBs within the sediments was examined using measurements of
sediment and pore water PCBs taken as part of the GE 1991 sampling program (O'Brien and
Gere 1993a). KOC values calculated from these data range over two orders of magnitude and
tend to be higher than the KOC values calculated from the USEPA Phase 2 water column data.
Lower values tend to be associated with samples having relatively high concentrations of organic
carbon in the pore water, but the relationship between KOC and pore water organic carbon
concentration is weak (Figure 4-24). A stronger relationship exists between KOC and the pore
water PCB concentration (Figure 4-25). The highest KOC values occur at the lowest pore water
concentrations. A relationship also exists between KOC and the percent of the pore water PCBs

that have 3 or more chlorine atoms (Figure 4-26). High KOC values tend to be associated with
sediments in which PCBs have undergone extensive dechlorination (low % of PCB3+). This
suggests that the KOC values are related to PCB dechlorination status. It is possible that
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dechlorination has eliminated much of the reversibly sorbed PCB3+ and the remaining PCBs+ is
resistantly sorbed.

An isotherm plot of the sediment and pore water data suggests that the data fall into two
groupings (Figure 4-27). One portion of the data (indicated by filled symbols) falls about a line
that represents a KOC of about 350,000 I/kg. The remainder of the data (represented by open
symbols) forms an almost vertical line, indicating that a partition coefficient is not applicable to
this data. This observation supports the hypothesis that a fraction of the sediment PCBs are
resistantly sorbed, an apparent consequence of the removal of reversibly bound PCBs by
dechlorination. Regression of the portion of the data that represents reversibly sorbed PCB3+,
shown as closed symbols on Figure 4-27, yields a KOC value of 1056. This result is the same as
the value generated from the water KQC analysis for TID through Waterford. This suggests
equality between water column and sediment KOC with no evident influence of dissolved organic
matter.

Sediment partitioning has its greatest impact on PCB fate in surface sediments where it
modifies the diffusive flux between the buried sediments and the surface mixed layer. These
sediments tend to be the least dechlorinated. For this reason, the 2rphase partition coefficients
developed from the USEPA Phase 2 water column data for stations between TID and Waterford
are applied to sediments throughout the model domain (USEPA 1997). Partitioning to the
sediment pore water dissolved organic matter was not modeled because the data indicated that it
did not have a significant affect on PCB distribution in the sediment.

It is important to note that any error that may exist hi the calculated pore water
concentration does not introduce error in the PCB mass transfer from sediment to water. The
portion of the mass transfer due to hydrodynamic resuspension is unaffected because the pore
water constitutes such a small fraction of the PCB mass that large changes in concentration have
insignificant affect on the sediment PCB concentration. The portion of mass transfer due to all
other processes, although appearing to depend on the pore water PCB concentration (see Section
4.3.3.2), actually depends on the sediment PCB concentration. This is evident by examination
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of the flux calculation. The flux at a time designated as t may be written from Equation (4-14),
ignoring the water column concentration and dropping the DOM component for convenience:

The mass transfer coefficient was empirically defined from the 1998 sediment PCB data and the
measured increase hi PCB flux across the TIP in 1998 using Equation (4-28). Substituting
Equation (4-28) into Equation (4-29), again dropping the DOM component, yields the following
expression:

D'

The ratio of pore water concentrations in Equation (4-30) may be expressed in terms of sediment
concentrations by using Equation (4-5):

(4-31)

The fraction dissolved term, f,j, is not a function of time and therefore cancels out. Therefore,
Equation (4-30) may be rewritten in terms of the sediment concentrations:

J — L m 'VIM* ''i (4-32^
A, C

S

4.3.6 Dechlorination

Loss of PCBs+ in Upper Hudson River sediments was assessed by examination of the
USEPA Phase 2 High Resolution sediment cores. Gores used hi this analysis were those
characterized by continual deposition and minimal vertical mixing of sediments as defined by the
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profile of 137Cs (Table 4-2). High resolution core HR-020 from the TIP was excluded because
the 137Cs data suggested that significant mixing had occurred over the upper 20 cm of the core.

Table 4-2. USEPA Phase 2 High Resolution Cores Used for Analysis of Dechlorination
Core Number

HR-026
HR-023
HR-019
HR-018
HR-021
HR-022
HR-016
HR-015

Location
East side of Rogers Island
Thompson Island Pool
Thompson Island Pool
Above Lock #5
Stillwater Pool
Stillwater Pool
Above Lock #1
Below Lock #1

Reach
8
8
8
7
5
5
2
1

River Mile
194.1
189.3
188.5
185.8
177.8
177.8
166.3
159.0

The relationships between the weight percent of PCB as PCB3+ (f3+) and time of
deposition exhibited two general patterns. Cores from the northern section of the river (i.e.,
Reaches 8 and 6) exhibited a continual decline in f3+ with sediment age (Figure 4-28a). Cores
from further downstream (i.e., Reaches 5, 2 and 1) exhibited no decline in f3+ in core sections
deposited between the mid-1970s and 1991 (Figure 4-28b). These data suggest that
dechlorination is most significant in Reaches 8 and 6. It is possible that the lack of
dechlorination in the lower reaches is attributable to the existence of a threshold concentration
for dechlorination that was not exceeded in the downstream reaches except hi sediments
deposited before the mid-1970s.

To determine whether the loss of PCB3+ by dechlorination is concentration dependent,
the data from the older sediments (1963-1975) were examined. Presumably, these sediments
have been in place long enough to allow dechlorination to be near, if not at, completion. Thus,
interpretation of the data should be minimally confounded by a concentration dependent
dechlorination rate. The data indicate that concentration has a substantial impact on the extent of
PCB3+ mass loss (Figure 4-29). At IPCB concentration greater than about 100 ppm, f3+ is at its
lowest levels (ca. 0.2) and is independent of concentration, apparently indicative of the
maximum loss attainable by dechlorination. Between SPCB levels of 10 and 100 ppm, f3+ is an

inverse function of ZPCB concentration declining from about 0.75 at 10 ppm to about 0.2 at 100
ppm. Below 10 ppm, f3+ is approximately constant at about 0.75, which is similar to its value in
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Aroclor 1242. These data indicate that dechlorination does not significantly reduce PCB3+ mass

at EPCB concentrations below 10 ppm.

Between 2PCB concentrations of 10 and 100 ppm the reduction in fa+ could signal a

dependency of the rate or extent of dechlorination on SPCB concentration. If the relationship is
the result of a concentration dependent dechlorination rate, the relationship should be time-
dependent and more recently deposited sediments should exhibit less reduction in f3+. Although
considerable variability exists, the relationship for more recently deposited sediment layers is
consistent with the relationship for the oldest sediments (Figure 4-30). This suggests that, in
Upper Hudson River sediments, the mass loss of PCB3+ occurs rapidly and that the magnitude of
the loss is dependent on SPCB concentration.

In contrast to the conclusions indicated by the USEPA data, comparison of high-
resolution cores taken in close proximity within the TIP in 1983 and 1991 suggests a relatively
slow in situ dechlorination rate (McNulty 1997). Cross sections were matched using 137Cs dating
so that sediments deposited at the same time could be compared between the two cores.
Congener PCB data were then used to evaluate composition changes over the 1983-1991 period.
PCB3+ dechlorination mass loss from the McNulty data was calculated for sediments deposited
in approximately 1968, having total PCB concentration in excess of 500 ppm. The homolog
compositions of this sediment layer, as measured in 1983 and 1991, are plotted in Figure 4-31.
Also plotted is the change in the homolog weight percent. Decreases in di-, tri-, and
tetrachlorinated biphenyls are accompanied by a large increase in monochlorinated biphenyls.
Over this eight-year period, the PCB3+ weight fraction dropped from about 59% to 49%,
corresponding to a first-order loss rate of 0.023 yr'1. Assuming that the PCBs deposited in 1968
had the composition of Aroclor 1242 and thus contained about 86% PCB3+ by weight, the loss
rate constant for the earlier period (1968 to 1983) is 0.038 yr"1. However, this analysis is based
upon data from two cores collected from different locations in the River approximately eight
years apart. Therefore, the differences in PCB dechlorination patterns and rates derived from
these data are subject to considerable uncertainty related to differences in the microbiological
community and environmental condition of the sediment.
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/**•*•'• Consistent with the interpretations of the high resolution coring data, there is evidence
that PCB dechlorination within the Hudson River was well underway by the 1977 survey
conducted by NYSDEC. Brown et al. (1987a) examined 100 of the original 2000 packed
column GG chromatograms of sediment samples collected from the Upper Hudson River. All
chromatograms of sediment samples containing appreciable PCB concentrations contained
evidence of PCB dechlorination (Brown et al. 1987a). Based on this evidence, the authors
concluded that PCB dechlorination was well established within Hudson River sediments by
1977. Moreover, the chemist interpreting the 1977 sediment chromatograms identified
significant deviations from established Aroclor patterns, providing independent evidence that
sediment PCBs were likely altered by reductive dechlorination mechanism by 1977 (O'Brien &
Gere 1978).

The dechlorination patterns described by Brown et al. (1987a) can be generally
characterized as a loss of PCBs+ with a concomitant increase in mono- and dichlorinated PCBs.
Therefore, post 1977 dechlorination is likely to have an insignificant impact on the concentration

^.ifc^
f of PCBs+ within sediments deposited prior to 1977. As the concentrations of PCB deposited

after this period are generally within the range of 1-50 ppm, little dechlorination is expected
based upon the relationship between the extent of dechlorination and total PCB concentration
established from the high resolution coring data. For these reasons, the loss of PCBa+ due to
dechlorination was not simulated in the model.

4.3.7 Volatilization Mass Transfer Coefficients

The overall volatilization mass transfer coefficient was calculated from water phase and
vapor phase mass transfer coefficients and from Henry's Constant as indicated in Equation (4-
24).

Henry's Constant for PCB3+ was estimated from congener-specific Henry's Constants
and measurements of PCB composition in thirteen water samples from the USEPA Phase 2

/"*~v investigation of the Hudson River taken at TED. Congener fractions of PCBs+ for each of these
samples were calculated and then averaged to yield an estimate of average congener

QEA, LLC 435 May 1999
313881



Volume 2

composition. These average congener fractions were applied to experimentally determined
values5 of congener-specific Henry's Constants (Brunner et al. 1990) to calculate a mass-
weighted average 20°C Henry's Constant. The result was a dimensionless value of 0.0078
(19.04 Pa*m3/mol)6. The variation of Henry's Constant with temperature was calculated using
Equation (4-21). The terms in the equation were determined from the 20°C value and the
observation that Henry's Constant doubles from 10°C to 20°C:

= 22.57-2—— (4-33)

where:

HT = Henry's Constant at temperature T (Pa*m3/mol)
T = temperature (°K)

The water phase mass transfer coefficient was calculated from the O'Connor-Dobbins
equation (O'Connor and Dobbins 1958):

where:
Dw = molecular diffusivity of the PCBs in water (L2/T)
u = depth-average water velocity (L/T)

The molecular diffusivity was calculated using the equation presented by Hayduk and Laudie
(1974):

5 Henry's constants for congeners lacking experimentally determined values were estimated using the chlorine-atom
QSPR method (Brunner et al. 1990)
6 Only detected congeners were included in the calculation. Inclusion of non-detects at the detection limit changes
the result to 0.0070 (17.09 Pa*m3/mol).
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-5

D =
13.26*10
^1.14^)0.589 (4-35)

where:
,-2p, = viscosity of the water (centipoise, 10 g/cm-s)

V = the molar volume of the PCB (cm3/mol)

The molar volume was assigned a value of 247.3 cm3/mol which is representative of a
trichlorobiphenyl (Mackay et al. 1992). The viscosity of water was calculated from the
following equation:

iQ998.333+8.1855(r-20)+0.00585(r-20)''
--3.30233

(4-36)

where:
water temperature (°C)

At 20°C and average conditions in the TIP (h = 2.5 m; u = 0.2 m/s), Equations (4-22) through (4-
24) yield a k] value of 0.56 m/d.

The vapor phase mass transfer constant was assigned a constant value of 100 m/d. A
constant of this magnitude is a reasonable approximation because of the limited impact of air
motion (winds) on transfer in streams and rivers (O'Connor 1983).

The overall mass transfer constant (kt) at the average depth and velocity in the TIP is
about 0.31 m/d. This equates to a volatilization loss rate constant of 0.12/d. At this rate, about
6% of the PCBs would be lost to volatilization during the 0.5 day travel time through the TIP
(assuming all of the PCBs in the water column were dissolved).
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The temporal variation in volatilization due to variation in river velocity, water column
depth and temperature is described by Equations (4-33) to (4-36). Additional variation occurs as
a result of seasonal freezing of the river which reduces the air-water interfacial area through
which volatilization occurs. Based on anecdotal information, the river typically begins to ice
over in December. Maximum ice cover is reached by early January when about 80% of the river
surface is covered. Ice breaks up in early March. This information is roughly consistent with the
long-term (1973-1993) daily average air temperature record in the vicinity of the river which
indicates below freezing levels from the beginning of December to mid-March (Figure 4-32). To
simulate the seasonal effect of ice cover on volatilization, the air-water interfacial area was
reduced by 80% from December 1 to March 1 of each year. This reduction is equivalent to an
80% reduction of kL.

The vapor phase concentration of PCBs in air, cajr of Equation (4-23), was assumed to be
zero in volatilization calculations. Using Equation (4-23) one can show what levels of
atmospheric PCBs are required to significantly impact the calculations. We have defined
"significant" in this case to mean that the volatilization flux will change by more than 10%. At
a dissolved water concentration of 10 ng/L (i.e., the detection limit) and a dimensionless Henry's
Constant of 0.0078, the air concentration would have to be 7800 pg/m3 to affect the flux
calculation by 10%. The dissolved water concentration of 10 ng/L is conservative since PCB
levels in the Upper Hudson River are routinely measured at much higher concentrations.

Measurements of atmospheric PCB concentrations are well below the 7800 pg/m3

threshold above which volatilization fluxes would be significantly impacted. Hoff et al. (1992)
measured 91 vapor phase congeners of IUPAC no. 16 and higher at Egbert, Ontario from July
1988 to September 1989. The mean annual total PCB concentration (calculated by summing the

annual mean concentrations for each congener) is approximately 192 pg/m3. Hillary et al. (1997)
reported mean yearly average vapor phase total PCB concentrations of 89 to 370 pg/m3 at three
sites near the Great Lakes. Eisenreich's laboratory (Steven Eisenfeich, Rutgers University, New
Brunswick, NJ, personal communication 1998) has measured atmospheric PCB concentrations

on a regular basis in New Brunswick, NJ for the past year and at Sandy Hook beginning in
February, 1998. Preliminary results indicate that vapor phase total PCB concentrations range
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/•"-N from approximately 200 to 3000 and 100 to 500 pg/m3 at the New Brunswick site and the Sandy
Hook site, respectively. Total PCB vapor phase concentrations in the Upper Hudson River are
expected to be in the range of the Sandy Hook site which is probably indicative of background
levels and probably less than values measured at the New Brunswick site given that New
Brunswick is a highly urbanized/industrialized area. Therefore, the assumption of an
atmospheric concentration of zero is reasonable. Even under the conservative assumptions of
low dissolved water PCB and high vapor phase PCB concentrations, the atmospheric PCB
concentrations cited above would impact the volatilization flux by no more than 4%.

The PCB loss due to volatilization at each of the dams depends on the ratio of entrained
air flow to river flow. Using the estimates cited in Section 4.2.3, the ratio probably is on the
order of 0.1 for the dams between Rogers Island and Stillwater (heights of about 2-3 m). It is
probably somewhat higher for the dams below Stillwater which range in height from about 4 m
to 6 m. Applying Equation (4-25) with the conservative assumptions that all of the PCBs are
dissolved and the air concentration is zero, about 0.1% of the PCBs would be volatilized at each

f"" of the smaller dams. Assuming a ratio of 1 as an upper bound estimate for the larger dams, about
0.7% of the PCBs would be volatilized at each of these dams. Thus, the loss of PCBs due to
volatilization at the dams is small. The total loss from all of the dams is likely to be less than 3%
and volatilization of PCBs at the dams was not included in the model.

4.4 CALIBRATION/VALIDATION STRATEGY

Calibration/validation of the PCB fate model was accomplished by comparing predicted
and observed PCBs+ concentrations in the water column and sediment of the river. Water
column concentrations vary on daily, seasonal and annual time scales. Sediment concentrations
vary slowly and significant changes occur on an annual to decade-long tune scale. Thus, an
evaluation of the accuracy of the model must include model-data comparisons at multiple time
scales. These key comparisons included the following:

" ̂ ^ • water column PCBa+ levels during storm events,
• seasonal variation in water column PCB3+ levels during low river flows,
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• decade scale trends in water column PCB3+ levels due to declines in surface sediment
PCB3+ levels and upstream water column concentrations, and

• decade scale trends in sediment PCB3+ levels.

To evaluate the model on these different scales, the model calibration extended over a decades-
long time scale. This was accomplished by simulating the time period from 1977, the time of the
first comprehensive survey of sediment PCB levels, to 1998.

4.4.1 Overall Approach

The calibration approach minimized the number of parameters and coefficients that had
to be defined by model calibration. Efforts were taken to determine values from independent
analysis of data and theory as discussed in Section 4.3. The only significant parameters whose
values were not tightly constrained by data or theory were the depth and extent of particle mixing
in the surface sediments. These parameters were calibrated based on the vertical gradients in
PCB3+ concentration and the depth of 7Be penetration observed in high resolution sediment cores
as discussed in Section 4.3.4. The choice of the maximum depth of particle mixing was also
guided by data on composition of the benthic community.

The major uncertainty in model calibration was the magnitude of pulse PCB loadings
entering from upstream. Unusually high PCB loadings were periodically observed at Rogers
Island. Typically, these loadings were associated with high river flow, but not necessarily with
high suspended solids. It is likely that these loadings were the result of PCB oils entering the
river from the vicinity of the GE Hudson Falls Plant. The frequency of sampling at Rogers
Island was inadequate to accurately quantify the total loading associated with the pulse events.
A strategy for estimating the loading was developed and is discussed in detail in Section 4.4.3.2.
The loading was finalized by adjusting it based on the temporal profile of surface sediment PCBs
in the TIP.
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4.4.2 Calibration/Validation Data Sets

The fate and transport model was calibrated against multiple data sets generated by GE,
USEPA, USGS, and NYSDEC (Table 4-3). The water column data consisted of two data sets:
The first is composed of approximately 2000 PCB and TSS measurements from water samples
collected by the USGS at Fort Edward, Schuylerville, Stillwater, and Waterford from 1975 to
1995 (Figure 1-4). The second includes approximately 3000 PCB and TSS measurements from
water samples collected about once a week by GE from 1991 to present at Bakers Falls, Fort
Edward and TID. GE sampled additional stations during portions of this time period, including
Schuylerville (1991-1992, 1997 - prese a), Stillwater (1991-1992), and Waterford (1991-1992).
Because the fate and transport model simulates PCB3+, the data were adjusted to this basis. For
the GE data, the calculation of PCB3+ Evolved a subtraction of the measured mono and di
weight percent from the total PCB value provided in the database. Obtaining PCB3+ for the
historical USGS data required more rigorous analyses and calculations based upon a re-analysis
of some of the original USGS chroi^atograms (QEA 1999). A summary of the method applied
to calculate PCB3+ is provided in Section 1.4.6 and by QEA (1999). A third data set existed that
was used in data analysis but not for direct model-to-data comparison. This data set, the USEPA
Phase 2 water column survey, consists of about 100 samples taken at transects throughout the
Upper Hudson River in 1993. Although these data were useful in determining and verifying
model parameters, due to its limited temporal scale, it was not compared directly to the model
results.

The sediment data are also composed of multiple data sets. Two surveys were conducted
by NYSDEC in the mid 1970s (1976 to 1978) and mid 1980s (1984 to 1985). More recent
surveys consist of the 1991 GE Composite Samples, the 1992 USEPA High Resolution Cores,
the 1994 USEPA Low Resolution Cores, and the 1998 GE TIP Sediment Survey.
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Table 4-3. H
Sampling Program

USGS Water Quality

Routine Sampling

Phase 2 Transect Survev
1977 Sampling Program

1984 Sampling Program

Composite Survey

High Resolution Survey

Low Resolution Survey

TIP Sediment Survey

iid son River Data Sets Used for Mode
Media/Type

Water

Water

Water
Sediment (260
cores, 700 grabs)
Sediment (-550
locations)
Sediment (161
Cores, 46 Grabs)
Sediment
(28 Cores)
Sediment
(171 Cores)
Sediment (70
Cores, 3 Grabs)

Agency/Consultant
USGS

GE

USEPA
NYSDEC

NYSDEC

GE

USEPA

USEPA

GE

-Data Comp
Stations*

FE
SCH
STWR
WTFRD
BF
FE
TID
SCH

STWR
WTFRD
UHR
UHR

TIP

UHR

UHR

UHR

TIP

arison
Period of Record

-1975-1995
-1975-1995
-1975-1995
-1975-1995
1991 -present
1991-present
1991 -present

1991-1992,1997-
present

1991-1992
1991-1992

1993
1976-1978

1984-1985

1991

1992

1994

1998

* Stations: BF Bakers Falls TID Thompson Island Dam
FE Fort Edward TIP Thompson Island Pool
SCH Schuylerville UHR Upper Hudson River
STW Stillwater WTFRD Waterford

Note: Composite stations counted as one.

The 1970s data were used as sediment initial conditions for the fate and transport model
(Section 4.4.3.1). The 1984 (TIP only), 1991, and 1998 data were used in model
calibration/validation. Various graphical comparisons between model and measured sediment
PCB3+ concentrations were used in the calibration/validation process. These included spatial
profiles in the years in which data were collected and temporal profiles at the locations of
selected model segments. For several of these comparisons the qata within model segments or
river reaches were averaged. Because the sampling programs varied in each year, a different
approach was used when developing averages for each data set.
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1984 - Cores and grabs collected by NYSDEC

The 1984 sampling survey was primarily used in the spatial comparison within the TIP.
Because of the large sampling intervals for the cores, a direct comparison to the 0-25 cm layer
was most accurate. As a result, an estimate of the cohesive average for each segment was
calculated as a straight average of the available cohesive cores and grabs in that segment.
Samples were classified as cohesive or non-cohesive based upon a methodology outlined in
Erickson (1998) and Section 4.4.3.2 (Table 4-4).

Table 4-4. Criteria Applied to Determine Fine/Coarse Designation for 1984 Data
^\^^ Criteria

Result ^s*s\
Cohesive
Non-cohesive
Non-cohesive
Cohesive
Cohesive
Cohesive
Non-cohesive

Applied to
Reach*

8
8
8
8
8
8
8

Side Scan Sonar
Designation

(Reaches 6-8)
Fine
Fine

Coarse
Coarse
Either

n. avail.
n. avail.

Principle
Fraction

<400
>4QO

>2QQ or n. avail.
<200

n. avail.
n. avail.
n. avail.

Other

FOC >5%
PCB3+ >50 ppm
PCB3+<50ppm

* 1984 survey only sampled the TIP

**Principle Fraction from USEPA v4.1 CD Rom
100 Principle fraction is clay. 400 Principle fraction is medium sand.
200 Principle fraction is silt. 500 Principle fraction is coarse sand.
300 Principle fraction is fine sand. 600 Principle fraction is gravel.

1991 - Composite cores and grabs collected by O'Brien & Gere

These data, located by averaging the location coordinates of their discrete samples, were
used in both temporal and spatial comparisons. In the spatial analysis, samples were classified as
fine (cohesive) or coarse (non-cohesive) based upon a data analysis report (O'Brien & Gere
1993a). Averages were calculated in half-mile intervals for sediment depth intervals of 0-5 cm,

5-10 cm and 10-25 cm. Cohesive and non-cohesive averages were then calculated for each
segment and the entire TIP. Because these averages crossed model segment boundaries, careful
consideration was taken when developing an average for a given segment. The non-cohesive
average was found by weighting the half-mile average by the number of discrete samples located
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within the segment. The cohesive average was found by first developing an average for each
cohesive area within a given segment (see Plate 4-1), using the same sample weighting as
applied to the non-cohesive data. The overall cohesive average for a segment was calculated by
weighting the individual cohesive zone averages by area.

1998 - Composite and individual cores and grabs collected by QEA

The 1998 survey attempted to 'repeat' portions of the 1991 O'Brien & Gere and 1994
USEPA sediment surveys (QEA 1998c). The spatial comparison was performed using the 0-5
cm average for each core or grab, located by mile point. For the temporal plots, an average was
developed for each segment and the entire TIP, The 0-5 crA cohesive and non-cohesive averages
were calculated using the same averaging method as 1991. The'classification of the samples as
cohesive or non-cohesive was determined from field notes and sample locations.

4.4.3 External Forcing Functions

4.4.3.1 Sediment Initial Conditions

NYSDEC conducted PCS sediment surveys from 1976 through 1978 that were used to
determine the initial PCB3+ concentrations for each sediment segment of the fate and transport
model. These concentrations were established by grouping the available data to within cohesive
and non-cohesive areas of the Upper Hudson River (from Fort Edward to Troy, New York) and
averaging the data in each group.

Data Overview

The 1976-78 sediment sampling program (referred to as "1977 sampling program")
consisted of both cores and grabs taken at locations from the beginning of Reach 1 (Troy, New
York) to Reach 8 (TIP), with the highest density of sampling occurring in Reach 8 (Plate 4-1).
Data are available from approximately 700 grabs and 260 cores resulting in a total of 1766
samples with measured Aroclor PCB concentrations. Most of the grab samples were taken along
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transects, which are more concentrated in areas of suspected PCB sources. These samples were
estimated to represent the top 13 cm (approx. 5 inches) of sediment (Tofflemire et al. 1979). The
core locations are concentrated on the banks of the river and the sampling depth intervals varied
considerably from location to location.

PCBs were quantified as Aroclors using the Webb and McCall method and the Aroclor
standards 1221, 1016, and 1254; however, these measurements have been found to contain an
analytical bias. A detailed discussion of this bias can be found in a technical memorandum
written by Tetra Tech, Inc. (Butcher 1998b). Using suggestions from this document, PCB3+ was
calculated using the following equation:

PCB3+ = 1.113*(Aroclorj016+ Aroclori254) (4-37)

Other non-chemical data measured during the survey were also used in the data averaging
method. The physical properties of principal fraction-phi and sediment texture number were
used to assist in designating the sample as cohesive or non-cohesive. Principle fraction-phi is
supplied for approximately 23% of the 1976-78 samples while texture numbers, which are based
on visual inspection, are available for about 83% of the samples. The organic carbon content of
the sediment samples was estimated from measured volatile suspended solids and used to
classify the sediment and convert concentration from units of mg/kg dry to mg/kg oc. Organic
carbon concentration was assumed to be 40% of the volatile suspended solids value.

Designation of Samples as Cohesive or Non-Cohesive

Because the PCB fate model separates the riverbed into cohesive and non-cohesive areas,
it was necessary to develop averages that represented these two different sediment types (Plate 4-
1). In order to do this, each sediment sample had to be classified as cohesive or non-cohesive.
The scheme used to assign the classification involved consideration of the USEPA side scan
sonar interpretation (Flood 1993), sediment bed map (see Section 3.2.1) and the sample physical
properties. The 1977 sediment sampling locations were projected onto the USEPA side scan
sonar and lower reach bed map. Within Geographic Information Systems (GIS), each sample
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was assigned a model segment number and a cohesive zone (see Plate 4-1). If the sample did not
lie within a cohesive zone, the closest cohesive area was noted, along with the distance from the
sample location to the area. Once mapped, the associated physical characteristics of each sample
were analyzed to determine if the sample should have a final designation of fine (cohesive) or
coarse (non-cohesive). The methodology employed for this analysis is similar to that developed
by LimnoTech, Inc. (Erickson 1998) and is presented in Table 4-5. All samples from a core
were given the same classification as that of the surface sample. In addition, a sample location
that initially was not indexed to a cohesive area, but had a fine classification according to the
physical criteria, was assigned to the closest cohesive area. However, if the closest cohesive area
was greater than 1000 ft away, the sample remained non-cohesive.

Table 4-5. Criteria Applied to Determine Fine/Coarse Designation for 1977 Sediment Data
>v Criteria

Result \.

Cohesive
Non-cohesive
Non-cohesive

Cohesive
Cohesive
Cohesive
Non-cohesive
Non-cohesive
Cohesive
Non-cohesive
Cohesive
Cohesive
Non-cohesive

Applied to
Reaches

All
All
6-8

6-8
1-5
1-5
1-5
1-5
1-5
1-5
All
All
All

Side Scan
Sonar

Designation
(Reaches 6-8)

Fine
Fine

Coarse

Coarse
n.appl.
n.appl.
n.appl.
n.appl.
n.appl.
n.appl.
Either
n.avail.
n.avail.

Sediment
Transport Bed

Mask Designation
(Reaches 1-5)

Cohesive
Cohesive
n.appl.

n.appl.
Non-Cohesive
Non-Cohesive
Non-Cohesive
Non-Cohesive
Non-Cohesive
Non-Cohesive

Either
Non-Cohesive
Non-Cohesive

Texture
Class*

< 8 or n.avail.
>&

n.appl.

n.appl.
n.appl.
n.appl
n.appl.
n.appl.

>0snd<6
>6and<10

n.appl.
n.avail.
n.avail.

Principle
Fraction**

n.appl.
n.appl.

> 200 or
n.avail.
<200
<200
=300
=300
>400

n.avail.
n.avail.
n.avail.
n.avail.
n.avail.

Other

%clay + %silt >25
%clay + %silt <25

FOC>10%
PCB3+ >50ppm
PCB3+ <50ppm

n.appl. = not applicable n.avail. = data not available

Texture Classes (from Tofflemire and Quinn, April 1979)
0 Clay 5 Fine Sand and Wood Chips
1 Silt 6 Sand
2 Muck 7 Sand and Wood Chips
3 Muck and Wood Chips 8 Coarse Sand
4 Fine Sand 9 Coarse Sand and Wood Chips j

""•Principle Fraction from USEPA v4. 1 CD Rom j.
100 Principle fraction is clay.
200 Principle fraction is silt.
300 Principle fraction is fine sand.
400 Principle fraction is medium sand.
500 Principle fraction is coarse sand.
600 Principle fraction is gravel. I
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/**""' Methodology for Data Averaging '&l " '

Cohesive sediments to a depth of 25 cm and non-cohesive sediments to a depth of 5 cm
are included in the model. Both sediment types are divided into 1-cm layers. Thus, it was
necessary to compute averages at 1-cm depth increments within cohesive and non-cohesive
zones. Computation of averages was complicated by the fact that the depth intervals for the
cores varied from sample to sample. Figure 4-33, which shows a probability plot of the lower
depths for each surface layer of the cores, illustrates the variability of segmentation and indicates
that the depth intervals at.the surface range from 1.5 cm to 46 cm. Consequently, simple
averaging of core data is not appropriate. Instead, a concentration was assigned to each
centimeter in the core using the available data and applying a weighting factor to each
concentration, determined by the sample's depth interval (Figure 4-34). For example, the 1977
core number 31420 has a total PCB concentration of 88 mg/kg in 0 to 2.5 cm and 38 mg/kg in
the 2.5 to 5 cm layer. For the averaging, the top two centimeters were assigned the value of 88
mg/kg and a weighting factor of 1 cm each. The third centimeter for this core, though, was

jt**^.
( assigned two concentrations, each weighted by the data layer located within the third centimeter.

In this example, the 88 mg/kg would be assigned a weighting factor, or thickness, of 0.54 cm,
while the 38 mg/kg has a weighting factor of 0.46 cm. For the grabs, a constant concentration
was assigned for the top 13 cm (~5 in) - corresponding to the estimated depth of a grab sample
in the 1977 sampling survey (Tofflemire et al. 1979).

In four instances, samples were dropped from the non-cohesive area average in segments
9, 11, and 26. The first 2 data points (id numbers 31169 and 30291), although deemed non-
cohesive by the criteria stated in Table 4-5, existed in transitional areas (i.e. near cohesive zones,
but not inside) and had unusually high PCB3+ measurements. As a result, these high values were
controlling the non-cohesive average for the segments and causing unrepresentative results. Not
enough additional information was known about these samples to place them into a cohesive area
with confidence; therefore, they were dropped from the average. The third outlier was a group of
grabs placed into segment 11 by their designated mile point (no available location coordinates).

'•^,. These grabs all occurred on December 27, 1977 and according to the database, were located at
mile point 189.2. However, these samples had extremely high PCBa+ concentrations (overall
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average of -300 ppm) and their locations were suspect. Because of the extremely high
concentrations and the fact that no documentation could be found supporting this December
1977 sampling effort, this group of grabs was dropped from the segment average. The fourth set
of data was similar to the December 27 survey in that no location coordinates were designated
for these samples. However, these data were given a mile point of 1 56.5, which placed them into
segment 26. As before, this location was suspect, especially due to the high number of samples
located at this mile point and the anomalously high concentrations - therefore, these data were
also dropped.

Once concentrations were assigned for the entire available depth, the average
concentration in each centimeter for each cohesive or non-cohesive area was determined from all
cores and grabs in a given area, using the following equation:

where:

Cmgi = average concentration of layery (non-cohesive or cohesive) within a
cohesive or non-cohesive area

Cj = concentration of sample /located within layery
/; = weight assigned to sample i, indicating the fraction of sample within layer y

Using this method, averages for 80 different areas were calculated (28 non-cohesive areas and 52
cohesive areas).

Because the delineation of the cohesive areas did not conform to the boundaries of the
model segments, it was necessary to estimate the average PCBsn- concentration within the
cohesive area of each segment. In order to develop this average, the fractional contribution of
each cohesive zone to the total cohesive area for each water quality segment was determined
using GIS (Table 4-6). The average of each centimeter layer was then calculated with the

equation below:

(4-39)
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Table 4-6. Cohesive Sedin nt Distribution in Relation to Water Quality Segmentation
Fine
Zone

56
1
2
56
2
2
3
4
3
4
5
3
5
5
6
6
7
9
9
10
11
11
12
11
12
13
13
14
16
17
18
19
21
22
23
24
25

Water
Quality
Segment

1
2
2
2
3
4
4
4
5
5
5- '
6
6
7
7
8
8
8
9
9
9
10
10
11
11
11
12
12
13
13
13
13
13
13
13
13
13

Reach

8
8
8
8
8
8
8
8
8
8
8'
8
8
8
8
8
8
8
8
8
8
8
8
8
8
8
8
8
7
7
7
7
7
7
7
7
7

Area
(ft2)

13,658
66,824

101,213
22,923

684,187
97,400
40,397

1
345,932
298,953

3,627
4,u28

683,828
353,080
37,467
14,439
51,537
87,638

667,279
26,172
23,464

201,854
98,032
67,168

314,973
98,407

46
40,876
53,854
31,725
19,374

157,294
16,462
15,711

152,575
373,119
23,342

.Fraction
of Total

1.00
0.35
0.53
0.12
0.83
0.12
0.05
0.00
0.53
0.46
0.01
0.01
0.99
0.90
0.10
0.09
0.34
0.57
0.93
0.04
0.03
0.67
0.33
0.14
0.66
0.20
0.00
1.00
0.06
0.04
0.02
0.19
0.02
0.02
0.18
0.44
0.03

f

Fine
Zone

26
27
28
29
30
31
32
33
34
35
36
37
38
39
20
40
41
42
20
43
44
45
46
47
49
49
50
51
51
51
52
53
54
55

Water
Quality
Segment

14
14
14
14
14
14
14
16
16
16
16
17
17
17
18
18
18
18
19
19
19
19
19
20
20
21
21
21
22
23
23
24
24
26

Reach

6
6
6
6
6
6
6
5
5
5
5
5
5
5
5
5
5
5
5
5
5
5
5
5
5
4
4
4
3
2
2
2
2
1

Area
(ft2)

1,270,735
38,195

248,009
2,068,454

827,919
275,335
171,149
324,001
171,469
194,478
163,563
660,589
383,299
74,327

742,745
179,275
522,307
303,680
333,820
862,360
64,311

143,485
699,677

2,755,229
797,970
54,979

3,511,287
705,411
377,843
173,770
27,712

188,653
524,876
135,200

Fraction
of Total

0.26
0.01
0.05
0.42
0.17
0.06
0.03
0.38
0.20
0.23
0.19
0.59
0.34
0.07
0.42
0.10
0.30
0.17
0.16
0.41
0.03
0.07
0.33
0.78
0.22
0.01
0.82
0.17
1.00
0.86
0.14
0.26
0.74
1.00
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where:
average cohesive concentration in a given water quality segment,/ for a
given layer
fraction of cohesive zone / relative to total cohesive area within segment y
concentration of cohesive zone/, for a given layer.

In this manner, each model segment was assigned corresponding sediment averages for each
centimeter in non-cohesive areas and, if applicable, cohesive areas. The final averages are
shown in Figures 4-35a-c.

4.4.3.2 Upstream PCB Input

PCB3+ flux across the upstream boundary of the model at Fort Edward (upstream PCB3+
loading) was estimated using two different methods, depending on the period of record. The
1977 to March 1991 loadings were developed using USGS data from the Rogers Island
monitoring station (approximate MP 194.4) and an analysis framework based on the concept that
the PCBs+ loading from upstream of Fort Edward consisted of multiple components. Daily
loadings from April 1991 to March 1998 were estimated from weekly monitoring data obtained
by GE at Rogers Island. Linear interpolation was used to estimate loadings for periods between
the monitoring times.

The USGS data are erratic, limited by frequency of sampling and the large variations in
observed loading. In an effort to make maximum use of the data, a phenomenological approach
was developed. The loading was presumed to be divisible into three components. The first is a
base load that is the result of diffusive and advective flux of PCB from surface sediment into the
water column. The second is the resuspension of contaminated surface sediments into the water
column during high flow events. The combination of these components produces the 'normal1

daily loading. Periodically during high flow conditions, a third component was observed in the
data. Although this third phenomenon produced unusually high PCB measurements and
generally corresponded to high flow conditions, it was not always associated with elevated
suspended solids. It is likely these PCB concentrations were the result of PCB oils entering the
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river from the GE Hudson Falls site area (see Section 1.2.1.1). The total estimated PCB loading
at Fort Edward was calculated as a combination of the three components of the load as follows:

W(t\ota, = W(t)base + W(t\esuspension + W (/)„„,. (4-40)

where:
W(t)totai = total load at Fort Edward (M/T) for the given time period,
W(t)base = average base load for a given year (M/T)
W(t)reSuspension = ravg 'TSS'Q; ravg is average PCBa* particulate concentrations

(M/M) for a given year during high flow events, TSS is the total
suspended solids during the high flow event (M/L3), and Q is the
flow during the event (L3/T)

W(t)puise = estimated pulse load for the given time period

Historical Data Overview

The data used for historical loading were the USGS water quality samples retrieved from
USEPA's database (version 4.1). These data fell into three different categories: samples which
represented a composite of the east and west channels around Rogers Island, individual samples
taken within the east and west channels on the same day, and samples with no qualifiers to
indicate a composite or individual channel samples. Composite samples were taken as is and
unqualified samples taken on the same day were averaged. The east/west channel samples taken
on the same day were averaged to produce a composite result. It should be noted that the
majority of the high PCB concentrations, i.e., those which fall into the third loading component
described above, occurred within the east channel around Rogers Island. PCB3+ concentrations
were calculated from the reported Aroclor or total PCB data using the methodology outlined in
Section 1.4.6. Once the concentrations were determined, the load was calculated by using the
instantaneous river flow measured at the USGS flow gauge at Fort Edward. In a few incidences,
daily average river flow was used when instantaneous measurements were not available.
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Historical Loading Analysis

As a means to differentiate base load and resuspension load, the relationship between
PCB loading and TSS was examined. The loading was independent of TSS until TSS values
exceeded about 10 mg/L (Figures 4-36a-b). On the basis of this result, PCB data from samples
with TSS less than or equal to 10 mg/L were presumed to be representative of the base load.
Statistical analysis was performed on the loading that occurred within each year at TSS value
less than a equal to 10 mg/L to determine outliers. Data points that fell outside the 95%
confidence interval around a given mean were dropped from the base load average. This
analysis is summarized in Table 4-7. Because the loading displayed a seasonal variation,
estimates derived from these PCB data and associated flows were averaged in 3 month,intervals
to provide quarterly average estimates of the base loading. These loads decline from 2.5 to 3
Ib/d in the late 1970s to about 0.6 Ib/d by the late 1980s (Figure 4-37).

Table 4-7. Summary of Statistical Analysis on PCB^ Loading to Determine
Base Load Outliers

Year

1979
1980
1981
1982
1983
1984
1985
1986
1987
1988
1989
1990
1991

Number of
Samples

17
22
21
20
23
16
12
15
4
14
7 '
14
15

Median PCB
Load Ib/day

2.16
1.52
0.75
1.83
3.18
0.99
0.88
1.04
0.45
0.39
0.54
2.43
0.439

Lower 95%
Confidence

Limit
0.63
0.52
0.13
0.86
0.82
0.17
0.08
0.08
0.11
0.09
0.26
0.22
0.24

Upper 95%
Confidence

Limit
7.33
4.44
4.38
3.88
12.38
5.94
9.25

12.91
1.78
1.65
1.11

26.75
i 0.80

; Number of
Outliers
Declared

3
0
1
4
1
3
0
0
0
3
2
0
3

A fraction of the PCB measurements were below the method detection limit and are
reported at the detection limit value in the database with a qualifier indicating that the value is a
"non-detect". In the loading analysis, the detection limit was assumed to be the concentration for
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non-detects. This assumption did not have a large impact on the annual base loads where the
percentage of non-detects in the data set was below 50% (Table 4-8). However, in 1983, 74% of
the samples measured were non-detect, while 92% of the available 1990 data was marked as
non-detect. This high percentage of non-detects resulted in a significant impact on the base
loading depending on whether the non-detects were set to detection limit or zero (see Table 4-8).
For this reason, the values for the previous years were applied in each of these cases.

Table 4-8. Percentage of Base Load Data Flagged at Non-Detect
Year

1978
1979
1980
1981
1982
1983
1984
1985
1986
1987
1988
1989
1990

Base Load with
ND=DL

2.0
2.5
1.7
1.0
1.9
3.9
1.3
1.4
1.9
0.5
0.8
0.6
4.3

Base Load with
ND=0

1.9
2.4
1.7
0.9
1.3
1.3
1.3
1.4
1.9
0.5
0.8
0.6
0.1

% of Data Flagged
as Non-Detect

33
36
5
33
40
78
0
17
13
0
6
0

92

Estimation of the resuspension component of load recognized that at high TSS most of
the PCB loading is associated with particulate matter. Thus, at high TSS the PCB concentration
per unit TSS is an estimate of the PCB concentration on the particulate matter. At TSS greater
than 20 mg/L, the PCB loading and TSS were directly correlated. In fact, the PCB
concentration per unit TSS (i.e., mg PCB/kg dry solids) was relatively constant at TSS values
greater than 20 mg/L (Figures 4-38a-b). This characteristic of the data supports the use of PCB
concentration per unit TSS at high TSS values as an estimate of resuspension-associated
particulate phase PCB concentration. Calculated particulate phase PCBs+ concentrations at TSS
greater than 20 mg/L were averaged in annual increments to provide annual average estimates of
resuspension-associated PCB3+. Visual inspection of Figures 4-38a-b suggested that
concentrations higher than 20 mg/kg PCB3+ in 1979 and 1983 were outliers and these samples
were excluded from the annual average calculation. . A log-linear regression of the annually-
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averaged data was used to interpolate values for each year from 1977 to 1991 (Figure 4-39).
PCS loading due to resuspension was computed by multiplying the particulate phase PCB3+
concentration by TSS and flow entering Fort Edward provided by the sediment transport and
hydrodynamic models.

As mentioned above, the USGS water column PCB data include occasional outliers:
anomalously high concentrations that are inconsistent with the base and resuspension loadings.
As a result, these high outliers were excluded from the loading components. They are evident in
the distribution of residual differences between the observed PCB loading and the loading
calculated from the sum of the annual base loading and the resuspension loading (Figures 4-40a-
b). The residuals are distributed around zero and cross zero near the middle of the distribution,
indicating that the loading estimation method is unbiased and, for the most part, accurately
reproduces loading entering from upstream. In several years, high residuals exist that deviate
from the distribution formed by the bulk of the points. These high residuals indicate a sampling
event in which the observed loading is considerably higher than that predicted from base loading
and resuspension. Considering what is currently known about PCB DNAPL sources upstream of
Fort Edward (see Volume 1) these anomalous high loadings are likely associated with PCB oil
transport from the Hudson Falls plant site to Fort Edward. Moreover, studies have indicated that
dense oil phase material may be sequestered upstream of Rogers Island under low river flow and
mobilized and transported downstream under higher flows (QEA 1998b). The PCB loading
associated with pulse transport of PCB oil cannot be accurately determined from the monitoring
data. However, the monitoring data can be used to develop some insights about this loading.
The distribution and chronology of the anomalously high residual loadings (Figure 4-41) provide
a basis for estimating the frequency and magnitude of the pulse loads. Values range from

approximately 20 Ib/d to about 200 Ib/d. In addition, a composited value in 1983 (~39 ppb)
yields a value of greater than 4,900 Ib/d (Table 4-9).
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Table 4-9. Ranking of High Residual Loads at Fort Edward
Month

12
8
3
4
4
3
5
4

10
5
4
3
3

Day

15
31
15
28
25
27
3

30
24

1
1

14
22

Year

1983
1984
1977
1979
1983
1979
1983
1979
1990
1983
1987
1977
1980

Observed
Load

(Ib/day)
4939.50

196.95
168.17
189.73
138.04
142.24
128.66
80.34
50.13
44.79
48.90
24.36
26.82

Expected
Load

(Ib/day)
10.24
1.33
2.01

37.19
8.81

14.21
22.68
20.11
4.17

12.84
20.55
2.01
6.24

Residual
Load

(Ib/day)
4929.26

195.62
166.16
152.53
129.23
128.03
105.98
60.23
45.96
31.95
28.35
22.35
20.58

TSS
(mg/L)

19.5
8.0

N/A
37.5
19.5
20.0
34.0
22.5
25.0
22.0
65.0
N/A
11.0

Flow
(cfs)

23800
4060

24000
32000
19700
20300
34100
27100
18600
27700
27806
22600
16050

N/A = data not available

Given the frequency of sampling and the frequency at which pulse loading events were
sampled, an estimate of the frequency at which pulse loads occurred was developed. The
population size (i.e., number of days), a sample size (i.e., number of days in which PCB
concentration was measured) and the fraction of samples exhibiting pulse loads, were used to
estimate the frequency of pulse loads. In general, pulses appear to occur at flows greater than
about 15,000 cfs. Examination of the timing of pulse loads in relation to flood hydrographs did
not reveal an association with particular stages of the flood such as the rising limb. Thus, the
population size was defined simply as the number of days during each year when flow exceeded
15,000 cfs (Table 4-10).
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Table 4-10. Frequency Analysis for Flow and PCB Data at Fort Edward
Year

1977
1978
1979
1980
1981
1982
1983
1984
1985
1986
1987
1988
1989
1990
1991
Total

Total Number of
How Data Points

365
365
365
366
365
365
365
366
365
365
365
366
365
365
365
5478

Number of Data Points with
Average Q > 15,000 cfs

21
4
23
2
9
12
26
13
0
13
9
0
10
25
0

167

Number of Data Points with
Average Q > 15,000 cfs

with PCB Data
2
1
6
2
6
5
10
7
0
1
3
0

. 2
3
0
48

Over the 14 year period from 1977 to 1990 the flow exceeded 15,000 cfs on 167 days.
Samples were taken on 48 of those days and pulse loads were observed in 13 of those samples
resulting in a pulse load frequency of 0.27 (i.e., 13/48) or 3.2 days per year (i.e., 0.27 x 167
days/14 yrs). The average magnitude of the pulse loads (Table 4-9) is about 460 Ib/d
corresponding to approximately 1470 Ib/yr. This value is greatly influenced by the greater than
4,900 Ib/d loading observed in 1983. To the extent that this loading is not representative of loads
over the 14-year period, the average load is over-estimated. In applying these loads in the
model, the value of 1470 Ib/yr was viewed as an upper bound. Through model calibration we
revised the pulse loading to a value of 300 Ib/yr or 100 Ib/d for 3 days per year. This value
corresponds to the median pulse loading observed in the data set.

The timing of the pulse load is uncertain. However, we believe the pulses are related to
the migration of PCB oil from the Hudson Falls plant site areas. Field studies indicate that such
loadings would be trapped within the TIP (QEA 1998b). The pulse loads were invoked during
periods of maximum solids deposition as defined by the sediment transport modeling. In this
manner, approximately 40% of the load was predicted to be trapped within the TIP.
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With the exception of days that had anomalously high residual loads (Table 4-9), actual
monitoring data was used with daily average flow to generate a daily average PCB3+ loading for
that day. Equation (4-40) was used to generate daily average PCBs+ loads for all days lacking
PCBa+ measurements.

Recent Loadings

GE began to monitor water quality weekly in April 1991. In September 1991, the gate
failure in the Alien Mill resulted in a prolonged period of elevated PCB discharge to the river
(QEA 1998b). The elevated loads and their variation in tune invalidate the three component
conceptual model used to estimate the historical loads. Thus, weekly measurements were used
directly with linear interpolation to estimate concentration between the days of sampling. Using
the interpolated concentrations and daily average flows, a load at Rogers Island was calculated
for each day. Figure 4-42 shows the final results of this process.

r
4.5 CALIBRATION RESULTS

The calibration exercise revealed that the fate model was tightly constrained by the solids
fluxes provided by the sediment transport model. These fluxes dominate PCB movement
between the sediment and the water column and within the sediment. As a result, the model was
only sensitive to a small subset of its remaining parameters: the partition coefficient in the water
column; the depth and intensity of particle mixing; and, the depth of contamination in non-
cohesive sediments (see Section 4.6).

Initial efforts at calibration were conducted with the depth of particle mixing in cohesive
sediments specified as 5 cm and the depth of contamination in non-cohesive sediments specified
as 13 cm. This model over-predicted the rate of decline of PCBs in surface cohesive sediments
and under-predicted the rate of decline in non-cohesive sediments. Attempts to eliminate the
bias by varying the intensity of mixing in both sediments and the depth of mixing in non-

%r «IS**IH,

cohesive sediments within reasonable ranges were unsuccessful. Thus, any error in these
parameters was not responsible for the bias. Only by reducing the depth of contamination in
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non-cohesive sediments to 5 cm and increasing the depth of particle' mixing in cohesive
sediments to 10 cm, was the bias eliminated. For this reason, the values of these parameters are
tightly constrained and calibration is viewed as support that the chosen values for these
parameters are accurate.

4.5.1 Sediment PCB3+ Calibration

Several model-data comparisons were conducted for purposes of calibration and
validation. Most of these were for the TIP because this region is the primary focus of
remediation and contains the highest density of data. Comparisons of temporal profiles for the 0-
5 cm layers of cohesive and non-cohesive sediments were conducted for TIP-wide and segment
average concentrations. Comparisons of spatial profiles were conducted for the entire Upper
Hudson River.

The long-term trends in the average surface sediment (0-5 cm) PCBs+ concentration in
the TIP indicated by data and by the model are shown in Figure 4-43. Cohesive sediment PCB3+
levels declined from about 105 ppm in 1977 to about 20 ppm in 1991 and to about 14 ppm in
1998, declines of about 80 and 87%, respectively. The model closely reproduces this trend,
predicting about 18 ppm in 1991 and about 10 ppm in 1998, declines of about 83 and 90%,
respectively. The concentrations computed by the model lie within the uncertainty bars shown
on the plot, which indicate ± two standard errors of the mean. Thus, there is no statistically
significant difference between the model and the data.

The non-cohesive sediment PCBs+ levels declined from about 40 ppm in 1977 to about
12 ppm in 1991 and 7 ppm in 1998, declines of about 70 and 83%, respectively. This downward
trend is slightly slower than that of the cohesive sediments. The model accurately reproduces the
trend, computing concentrations of about 11 ppm in 1991 and 8 ppm in 1998. Thus, the model
accounts for the difference in the trend between the cohesive and non-cohesive sediments, as
well as the absolute concentration drops between 1977 and 1998.
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'^^'" Closer examination of the model predictions in the TIP was conducted by comparing
concentrations computed for each model segment with average concentrations calculated from
the 1991 and 1998 measurements for each river segment. Comparisons for cohesive sediments
in nine segments are shown in Figure 4-44. The model reproduces the trends in most segments,
including substantial differences in trends among the segments. For example, concentrations
drop in Segment 10 (North of Griffin Island) from about 140 ppm in 1977 to about 35 ppm in
1998, whereas concentrations in Segment 13 (At Moses Kill) decline from about 240 ppm in
1977 to about 5 ppm in 1998. The model predicts this difference almost exactly. In other
segments, the model sometimes over-predicts or under-predicts the trend, but the deviations are
never large. In some cases the 1998 data point represents a single sample (indicated by symbols
without error bars) and the deviations between model and data may reflect uncertainty in the
actual average sediment concentrations.

The results for the non-cohesive sediments are similar to those of the cohesive sediments
(Figure 4-45). Again the model generally predicts the differences in trends among the segments..̂

\ For example, in Segment 5 (at Snook Kill) concentrations decline from about 40 ppm in 1977 to
about 14 ppm in 1998, whereas in Segment 8 (North of Griffin Island) a smaller decline from
about 17 ppm to about 8 ppm occurs over this period. The model predicts this difference as well
as most of the other differences among the locations. The only segments in which the predicted
1998 concentrations do not fall within the confidence limits of the data mean are ones in which
the data is from a single sample.

The ability of the model to reproduce the average trend in TIP sediments and the major
features of the spatial variation of that trend within the TIP provides strong evidence of its
predictive capabilities. We are unaware of any other model of a contaminated sediment site that
has demonstrated this degree of accuracy.

The spatial patterns of sediment PCB3+ concentration computed by the model were also
compared to data. The 1984 data set for cohesive sediments in the TIP consists mostly of cores

^/—•x sectioned from 0-23 cm and grabs. Segment averages of the core samples and the grab samples
are compared to model results in Figure 4-46. Solid horizontal lines terminating at the
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boundaries of the segments indict the 0-25 cm average concentrations computed by the model.
The shaded region above and below the line indicates the range of computed concentrations over
the 25 cm sediment column. Dashed horizontal lines are also shown indicating the 1977 segment
mean concentrations used as the initial conditions for the model. In most of the segments the
means of the core and grab samples are similar. The model mean values results fall within the
uncertainty of the data means except for two segments in the middle of the TIP between mile
points 190.6 and 191.6. These deviations appear to be a result of the 1977 initial conditions. In
both segments the 1977 data mean is significantly lower than the 1984 data mean. Thus, the
model is initialized with a PCB inventory in these segments that is considerably lower than the
inventory indicated by the 1984 data. The general concordance between the model and data over
an approximate 25 cm sediment column indicates that the model is properly accounting for the
fate of the PCB inventory in the cohesive sediments in the period between 1977 and 1984.

The capability of the model to capture the PCB trends throughout the Upper Hudson
River was examined using the 1991 individual composite core data and model segment
concentrations. As with the 1984 model-data comparison, the segment mean calculated
concentrations are indicated by a solid horizontal line and the concentration range is indicated by
the shaded region. The horizontal dashed lines show the 1977 initial conditions. The model
reproduces the large-scale spatial trend in the cohesive surface sediment (0-5 cm) data (Figure 4-

47a), capturing both the decline from levels of tens of ppm above mile point 185 to a few ppm
below mile point 180 and the lack of trend from mile point 180 to mile point 155. The model
over-predicts concentration in the most-downstream segment between mile points 154 and 156,
The single composite core in this region yielded a concentration of about 2 ppm, whereas the
model computes a concentration of about 4 ppm. This difference may be partially due to a
poorly specified initial condition. No 1977 data were available for this region of the river, and
the value from the closest upstream segment was used. It may also reflect an under-prediction of
burial in this region. As discussed in Section 3, the sediment transport model under-predicts

deposition in this part of the river. The model under-predicts concentrations in the two segments
between mile points 164 and 168. The data in this region range from about 1.8 to 6 ppm,

whereas the model computes concentrations of about 1.5 ppm. This difference appears to be due
to an over-estimation of burial in this region. The causes of errors in burial rate in the lower
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• />*-% reaches of the river are discussed in Section 3. Briefly, it appears that our poor knowledge of
sediment bed conditions and bathymetry and the crude resolution of the model in the lower
reaches are the primary causative factors.

The model is in general agreement with the data in the subsurface sediments (Figure 4-
47b and c). Significant declines are predicted between 1977 (dashed lines) and 1991 in the 5-10
cm layer (Figure 4-47b). These declines yield concentrations that fall within the measurements
in this depth range. As in the top 5 cm of sediment, the model over-predicts the decline in the
segments between mile points 164 and 168 and under-predicts the decline hi the most
downstream segment.- Again, these differences likely are due to a combination of errors in
predicted burial rates and errors in the estimated 1977 concentrations.

In contrast to the 0-5 and 5-10 cm layers, the model predicts little change in concentration
in the 10-25 cm layer (Figure 4-47c). In some segments a small decline is predicted, in others a
small increase is predicted. The lack of substantial change is in general agreement with the

( observations, which fall around the predicted concentrations. The lack of large changes in this
layer, which contains the largest portion of the sediment PCB mass included in the model,
indicates that most of the PCB inventory has remained in the sediment.

Comparison of the 1991 model results and data in the non-cohesive sediments is
presented in Figure 4-48. The model reproduces the general features of the data; however, the
model tends to over-predict concentrations downstream of mile point 173. The model computes
concentrations of about 1 to 3 ppm, whereas the data indicate concentrations in the range of 0.2
to 2 ppm. We are uncertain of the cause of this bias. It could be due to over-estimation of the
1977 concentrations or an over-estimation of the depth of contamination in the coarse sediments
in this area of the river. From a practical standpoint, the over-estimation is not significant to the
overall modeling because of the relatively low PCB concentrations in this area of the river.

4.5.2 Water Column PCB3+ Calibration
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Data collected by the USGS and by GE are compared to the model predictions. The
USGS data are the more temporally extensive data set, extending from the mid-1970s to the mid-
1990s, whereas the GE data extend from 1991 to the present. However, the USGS data are less
reliable than the GE data because PCBs were quantified as Aroclor concentrations, and because
of an absence of documentation necessary for comprehensive quality assurance checks, hi
addition, the USGS concentrations were many times reported with only single digit accuracy and
some uncertainty exists about the appropriate detection limit (Butcher, 1997b). Work done by
GE to reanalyze a limited number of chromatograms indicates the presence of apparent
transcription errors in the database (QEA, 1999). Also, during the period of overlap between the
GE and USGS, the USGS measurements indicate lower PCS concentrations (Figure 4-49),
suggesting the possibility of a low bias.

In addition to the water samples collected at Fort Edward that were cited above, GE
collected water samples at the TDD, Schuylerville, Stillwater and Waterford from April 1991
through June 1992. From this time until October 1997, samples were collected only at the TID.
Beginning in October 1997, and extending to the present, samples were collected at the TID and
Schuylerville. The TID samples collected prior to October 1997 were obtained from a shoreline
location not representative of the cross-sectional average (QEA 1998b) and cannot be used for
comparison to model predictions.

The comparison of predicted and GE measured water column PCB3+ concentrations at
Schuylerville, Stillwater and Waterford in 1991 and 1992 is presented in Figure 4-50. From
April to September 1991, the model predicts concentrations that closely match the measured
values at each of the stations. The large concentration increase in September is associated with
the Alien Mill event. Following this event, the model under-predicts water column
concentrations for a period of about 1 month. Apparently the event had a residual effect that the
model did not capture. However, the bias disappears after a month and the predicted
concentrations are similar to the measured values.

The comparison of predicted and GE measured water column PCB3+ concentrations at the
TID and Schuylerville in 1997 and 1998 is presented in Figure 4-51. A seasonal cycle in
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concentration, interrupted by occasional spikes associated with high flow events or inputs from
above Fort Edward, is evident at both stations. Concentrations are minimum in winter and
maximum in early summer. The model generally reproduces the seasonal trend and the absolute
concentrations at both stations. The large concentration spike in January 1998 that the model
accurately predicts is associated with a high flow event with a peak flow of about 34,000 cfs at
Fort Edward. This event equates to about a l-in-10 year flood in the river. The data were
collected at the peak of the flood and the beginning of the falling limb of the hydrograph. The
ability of the model to reproduce the concentration increase is evidence that it has accurately
represented the resuspension processes occurring during such a rare event.

The ability of the model to accurately predict water column PCB concentrations in 1991,
1997 and 1998, coupled with the accurate prediction of the surface sediment concentration
change between 1977 and 1991, indicates that it properly represents the movement of PCBs
between the sediment and the water column. These results provide evidence that the model has
accurately described the principal processes affecting PCB fate in the Upper Hudson River.
They support the use of the model to predict the potential impacts of remedial scenarios on
downstream PCB transport and on concentrations of PCBs in the sediment and water column.
The models ability to predict increases in water column PCBs associated with a substantial high
flow event supports the use of the model to predict sediment processes during rare events.

Further evaluation of the model was conducted using the USGS measured water column
PCB3+ concentrations at Schuylerville, Stillwater and Waterford. Because of the lower reliability
of these data due to limitations of the PCB measurement method, evaluations conducted with
them are viewed as supplementary to those discussed above. Comparisons of the long-term
temporal pattern of water column PCB concentrations computed by the model at Schuylerville,
Stillwater and Waterford with the USGS data are presented in Figure 4-52. The data indicate a
decline in concentration from the late-1970s to the mid-1990s by about a factor often. In any
year, considerable variability is evident with some suggestion of a seasonal cycle. The decline in
concentrations computed by the model is shallower than the decline indicated by the data. In the
late-1970s the computed concentrations tend to be lower than the measured values. This
difference appears to be greatest at Schuylerville, where the model computed concentrations
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ranging from about 50 ng/L to about 800 ng/L, whereas the data range from non-detect at 100
ng/L to more than 2,000 ng/L. The bias disappears by the early 1980s. From about 1981 to
1983, the model and data indicate similar concentrations. After this time, a bias is again evident.
From about 1984 to 1990, the model computes concentrations that tend to be higher than the
measured values by about a factor of two. This bias continues into the 1990s, although the
magnitude appears to be lower.

The cause for the differences between the model and the USGS data set are not known.
Because the model accurately predicts the changes in PCB3+ concentrations in the sediments and
the water column concentrations measured by GE between 1991 and 1998, we do not believe the
model has misrepresented any major fate process. It is possible that the low bias in the late-
1970s is due to the presence of undocumented PCB sources. Sediment and debris dredged from
the river after the removal of the Fort Edward Dam and the 1976 flood were placed in close
proximity to the river (i.e., on Rogers Island and in landfills along the shore) and could have
been a continuing source of PCBs to the river. It is also possible that some of the material left in
the river channel after dredging was unconsolidated and easily mobilized into the water column,
providing a temporary additional in-river source. The apparent high bias of the model in the
later years likely is due to errors in measurement. As discussed above, comparison between the
GE and USGS data suggest that the USGS data may have a low bias and the model is not biased
to the GE data.

4.5.3 High Flow Model Evaluation

In addition to evaluation of the January 1998 flood discussed above, the ability of the
model to describe the water column PCBs+ dynamics during high flow events was evaluated for
events in 1982, 1983 and 1993 that had peak flows at Fort Edward of about 26,000, 34,000 and
29,000 cfs, respectively.

In 1982, the model reproduces the general features of both the spatial and temporal water
column PCB3+ concentration patterns observed in the data. During this event, PCBs+
concentrations increased rapidly from about 100 ng/L, or less at Schuylerville, Stillwater and
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Waterford to maximums of about 800 ng/L prior to peak flow and then decreased to levels of
about 200 ng/L immediately following peak flow (Figure 4-53).

The 1983 high flow period was composed of three events, with the last event being the
largest (i.e., a peak flow of 34,000 cfs). The concentration increases predicted by the model for
the first two events are similar to those observed at Schuylerville, Stillwater and Waterford
(Figure 4-53). In the last event the measured concentrations increase to a much greater extent
than predicted by the model because the two earlier events reduced the quantity of resuspendable
material in the non-cohesive sediment. The TSS data are consistent with this prediction:
predicted TSS maximum values are less than those measured in the earlier events that had lower
peak flows. For example, the peak PCBa* level at Stillwater in the second event (ca. 400 ng/L)
occurred at a TSS of slightly more than 100 mg/L, whereas the peak PCBs+ level in the third
event (ca., 3000 ng/L) occurred at a TSS of about 70 mg/L. The peak TSS computed by the
model at Stillwater for the last event is also about 70 mg/L. Therefore, the observed large
increase in PCB3+ concentration is anomalous and may be the result of a pulse loading from
upstream rather than resuspension.

In 1993, the high flow period occurred in April and, similar to 1983, was composed of
three consecutive events with peak flows of about 20,000, 29,000 and 28,000 cfs. The model
reproduces the concentrations at the TDD during this period as they vary between about 40 and
300 ng/L (Figure 4-53). After the high flow period ends, the model calculates an extended
period of high concentrations over which little data exist for comparison. These high
concentrations are caused by the propagation of interpolated high concentrations at Fort Edward
apparently related to upstream sources. With the exception of a single measured value at
Stillwater during the second event, the model also accurately predicts the PCBs+ dynamics at
Stillwater and Waterford during the three high flow events.

The demonstrated ability of the model to reproduce the general features of PCBs+
dynamics during high flow events is further verification that sediment transport processes are
accurately represented in the model.
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4.5.4 Conclusions Regarding PCB Fate

The calibrated PCB3+ fate model was used to examine the various mechanisms by which
PCBs were lost from the water and sediment (top 10 cm in cohesive sediments; top 3 cm in non-
cohesive sediments) in the Upper Hudson River. Overall, PCB loss varied from year-to-year
with a general downward trend from 1978 to 1998 (Figure 4-54). Much of the year-to-year
variation around the long-term trend is attributable to variations in burial below the top 10 cm of
cohesive sediment. Burial variations are attributed to the fluctuations in the hydrograph and

' associated solids loading.

In the late-1970s about 2,000 to 2,500 pounds of PCB3+ were being transported annually
to the Lower Hudson River. This declined steadily to about 700 pounds by the late-1980s. The
releases from the area of the GE facility in Hudsons Falls increased the flux to the Lower
Hudson River to about 1,200 pounds in 1992 and 1993. Remediation at Hudsons Falls reduced
this flux to about 500 pounds by the mid-1990s. The lowest flux occurred in 1997, when about
300 pounds were transported. This increased to about 500 pounds in 1998, apparently due to
releases to the river at Hudsons Falls during remedial activities in the river. These releases are
evident in the occasional concentration spikes measured at Fort Edward (Figure 4-42).

Burial, which occurs almost exclusively in the cohesive sediments, removed varying
amounts of PCBs+ from the upper 10 cm of sediment. Between 1978 and 1984, the annual flux
ranged from about 900 to 3,500 pounds. After this time, a general decline is evident, although
the year-to-year variation is large. Since 1991, burial has removed between about 200 and 300
pounds annually from the upper 10 cm of sediment.

Volatilization of PCBs has been a minor loss mechanism. In the late-1970s, about 250
pounds of PCBa+ were volatilized annually from the Upper Hudson River. By the late-1980s this
flux had declined to about 100 pounds. It increased in the early 1990s due to the higher water
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x-~v column concentrations resulting from the Hudson Falls source. Since 1996, the annual flux has
been about 50 pounds.

The sources and sinks of PCBs in the water column of the Upper Hudson River include
upstream sources, resuspension, non-resuspension flux from sediment, settling, volatilization and
advection to the Lower Hudson River. Their relative importance is indicated in Figure 4-55.
Resuspension has typically been the largest source of PCBs+ to the water column, although its
contribution varies greatly from year-to-year due to hydrologic variations. Non-resuspension
flux from sediment (i.e., exchange with sediment) is also significant and the two sediment source
pathways together exceed the advection in from upstream sources in all years except the early
1990s. Advection to the Lower Hudson River and settling have been the dominant loss
mechanisms from the water column. These two mechanisms are of similar magnitude, with,
advection losses slightly higher than settling. Volatilization has been a minor sink.

Overall, the sources and sinks to the water column are highly correlated, as evidenced by
(~~' comparison of the two panels of Figure 4-55. This correlation results from the interaction of the

dissolved and particulate phases within the water column. The sources and sinks have been
closely balanced and the net source or sink has been small. However, the absolute fluxes have
been large. For example, in the late 1970s, 4,000 to 5,000 pounds of PCB3+ entered and left the
water column each year. The flux declined over time to about 500 to 900 pounds in 1997 and
1998.

In contrast to the water column, the sources and sinks of PCBs+ in the modeled sediment
have not been balanced (Figure 4-56). The sinks have outweighed the sources, accounting for
the decline in concentration between 1977 and 1998. Settling provides the only significant
source to the sediment. Burial, resuspension and non-resuspension flux to the water column are
sinks. Of these, burial and resuspension have been of most importance. They are correlated
because both are due to sediment transport processes. In the period from about 1978 to 1985,
these processes were of similar magnitude. After 1985, resuspension began to become a more

^^ important loss mechanism. From 1992 to 1998, resuspension was about 2 times burial, with 300
to 700 pounds per year being resuspended and 100 to 400 pounds per year being buried. In
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terms of net flux from the modeled sediment, the importance of burial is greater. For the 1994 to
1997 period, burial was of similar magnitude as net flux to the water column, which was between
about 200 and 400 pounds. As discuss in Section 5 of Volume 1, the differences between net
burial and net flux to the water derives from the different behaviors of cohesive versus non-
cohesive sediments. All of the net burial of PCBs* in the Upper Hudson River sediments is
directly attributable to the burial of cohesive sediments. In contrast, the non-cohesive sediments
account for almost all of the net flux of PCB3+ to the water.

4.6 MODEL SENSITIVITY AND UNCERTAINTY

The approach taken to reflect model uncertainty hi future predictions was to develop a
bounding calibration of the model, subject to two constraints: alternative values of key
parameters were held within the uncertainty bounds defined by experimental and field evidence;
and the bounding calibration reproduced the data, but with a lower estimate of concentration
decline rate. The goal was to develop a minimum or lower bound estimate of natural recovery
rate so that both best and bounding estimates of the time to recovery could be calculated.

The analysis proceeded in four steps. First, a subset of parameters was chosen for
sensitivity analysis, based on the anticipation that reasonable alternative values of those
parameters would impact key processes in the model. The key processes in the model include
the burial rate, which determines the long-term recovery rate of the system, and the rate at which
PCBs are transferred from the sediment to the water column, which determines both the release
of PCBs to the water column as well as the recovery rate of the fish. Experience gained in the
development of the model facilitated the choice the parameter subset for analysis.

Second, parameter ranges were established for the examination of model sensitivity based
upon a combination of the available data and professional judgement.

Third, the sensitivity of the model to changes hi these parameters was evaluated by
examining changes in calculated TIP surface sediment (0-5 cm) PCBs+ concentrations and in the
annual flux of PCBs past Waterford. These metrics were used because they have the most
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relevance to the questions the model must answer. Surface sediments are the major PCBs+
source to the fish and the PCBs+ flux past Waterford defines PCBs+ loadings to the Lower
Hudson River. The impacts of parameter variation were used to define a candidate parameter set
that would yield the lower bound decline rate.

Fourth, a simulation was performed using the combined set of alternative parameter
values. This simulation resulted in model calibration that reproduced the data and was accepted
for use in model projections. This bounding model is viewed as a less likely representation of
PCB fate because the parameters have been adjusted away from their maximum likelihood
estimates.

Ten parameters were chosen for sensitivity examination because their values were poorly
constrained by site data:

• magnitude of the 1977 to 1990 pulse loading,

• depth of particle mixing in cohesive sediment,
• depth of particle mixing in non-cohesive sediment,

• magnitude of particle mixing in cohesive sediment,
• magnitude of particle mixing in non-cohesive sediments,

• sediment partition coefficient,
• water column partition coefficient
• duration and extent of ice cover,

• sediment-water non-particulate mass transfer coefficient, and
• solids loading.

4.6.1 Magnitude of the 1977 to 1990 Pulse Loading

The historical water column sampling at Rogers Island clearly identified a component of
the PCB3+ load entering the modeled portion of the Upper Hudson River from upstream that is
associated with pulses. However, the magnitude of the pulse loading was not well specified by
the data, with values ranging from about 20 Ib/d to over 4,900 Ib/d. The median of the observed
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values (100 Ib/d occurring at a frequency of 3 days per year) was used in the calibration.
Excluding the value of 4,900 Ib/d, the highest observed value occurred in 1984 and was about
200 Ib/d (Figure 4-41). This value corresponds to the 90th percentile of the distribution of values
(Figure 4-41). Based on the shape of the probability distribution (Figure 4-41), the 10th

percentile value is less than 10 Ib/d. On the basis of these data, sensitivity analyses were
conducted with pulse loadings of zero and 600 Ib/yr (200 Ib/d for 3 days).

The results of the sensitivity analysis show that the magnitude of the pulse loading has a
variable impact on surface sediment PCB3+ levels and the loading passing Waterford. The
maximum impact on cohesive sediments occurs in the late 1980s (Figure 4-5 7a). The impact

.*. .

'declines after 1990 to insignificant levels by 1998. Non-cohesive sediments exhibit similar
behavior," although some impact does remain in 1998 (Figure 4-57b). The impact on loading past
Waterford is relatively constant through the period of pulse loading, increasing or decreasing the
loading by about 200 Ib/yr (Figure 4-5 7c). The impact declines after 1990 and is insignificant by
;i998.

The declining impact of pulse loading uncertainty after 1990 indicates that this
uncertainty will not propagate into future predictions. For this reason, it will not be included in
the future predictions.

4.6.2 Depth of Particle Mixing in the Sediment

The depth of particle mixing was bounded from the composition of the benthic
community and the vertical concentration profiles of 7Be and PCBs observed in high resolution
sediment cores (Section 4.3.4). These data suggest that the depth of mixing in fine (cohesive)
sediments exceeded 2 cm and could be as deep as about 10 cm. The value of 10 cm used in the
calibration was determined by calibration. The depth of mixing in coarse (non-cohesive)
sediments is also uncertain, although the nature of these sediments (lower organism density;
presence of coarse sands and gravel) probably precludes significant mixing to depths greater than
a few centimeters. The sensitivity of the model to sediment mixing-depth was examined using
values of 5 and 15 cm in cohesive sediments and 2 cm hi non-cohesive sediments.
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The PCB3+ concentration trend in cohesive surface (0-5 cm) sediments is inversely
related to the depth of particle mixing (Figure 4-58a). Halving the depth of mixing (i.e., 10 cm
—» 5 cm) increases the rate of PCB decline such that predicted concentrations in 1991 and 1998

are significantly lower than the mean observed values. Increasing the depth of mixing by 50%
(i.e., 10 cm -» 15 cm) decreases the rate of decline, resulting in predicted concentrations in 1991
and 1998 that are slightly closer to the mean observed values than in the calibration. The
relationship between the concentration trend and the depth of mixing is non-linear; the model is
more sensitive to a reduction in mixing depth than to an increase in mixing depth. This is due to
the log-linear relationship between the volume of the surface mixed layer and the rate of dilution
with less contaminated solids entering from the water column. PCB3+ concentration in the non-
cohesive sediments is insensitive to mixing depth in the cohesive sediments (Figure 4-5 8b). The
PCB load passing Waterford is impacted only slightly by changes in the mixing depth (Figure 4-
58c).

The relationship of PCBa+ concentration trend and mixing depth in non-cohesive
sediments is opposite that in cohesive sediments. Decreasing the mixing depth decreases the rate
of concentration decline (Figure 4-59b). The difference in behavior between the sediment types
is a consequence of differences in controlling mechanisms. The trend in cohesive sediments is
controlled by burial. Reducing mixing depth increases the rate of dilution within the surface
mixed layer. The trend in non-cohesive sediments is controlled by resuspension and non-
resuspension mass transfer to the water column. Reducing mixing depth decreases the rate of
PCB migration to the sediment surface. The reduction of 33% (i.e., 3 cm -> 2 cm) results in a
favorable comparison to the 1991 mean observed PCBs+ concentration, but an over-estimation of
the 1998 mean. It has no significant impact on cohesive sediments (Figure 4-59a) or on the
loading passing Waterford (Figure 4-59c).

4.6.3 Magnitude of Particle Mixing in the Sediment

The magnitude of particle mixing was a calibration parameter. The mixing coefficient in
cohesive sediments was set at 10"7 cm2/s to produce a vertical concentration gradient over the top
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5 cm of about a factor of two. The same value was used in non-cohesive sediments even though
the mechanisms responsible for mixing may differ between the sediments. To reflect the paucity
of independent data for quantifying the particle mixing coefficient, the sensitivity analysis
examined factor often changes in the mixing coefficients.

The intensity of particle mixing in cohesive sediments principally impacts the computed
cohesive surface (0-5 cm) sediment concentrations early in the calibration period (Figure 4-60a).
The higher intensity of mixing brings the more highly contaminated sediments at depth into the
surface sediment, resulting in significantly higher concentrations from about 1979 to 1983.
Because the vertical concentration gradients evident in the 1977 sediment data are not preserved
and the concentration profile becomes essentially uniform (results not shown), the higher
intensity is considered to be unrealistic. The lower intensity of mixing results in slightly lower
concentrations in the surface sediments. By about 1991, the concentration in surface sediment is
relatively insensitive to the mixing intensity. This occurs because burial has removed the
historical high concentration sediments from the mixed layer and the vertical concentration
gradients are small. The mixing intensity does have some impact on the PCBs+ load passing
Waterford (Figure 4-60c). The loading is positively related to the mixing intensity because the
PCB3+ concentration in the 0-1 cm layer is directly related to the mixing intensity. The loading
changes are relatively small in the 1990s, varying by about 15% for a factor often change in
mixing intensity.

The non-cohesive sediment particle mixing intensity affects the concentration trend in
these sediments differently than the cohesive sediment particle mixing intensity affects the

concentration trend in those sediments. Increasing the mixing intensity increases the rate at
which PCBs+ concentration declines (Figure 4-6 Ib). This difference occurs for the same reason
that the depth of mixing had opposite effects on the two sediments: the fate of the surface
sediment PCBs is controlled by burial in cohesive sediments and flux to the water column in

O f\

non-cohesive sediments. The lower mixing (i.e., 10" cm /s) results in a predicted 1998
concentration that over-predicts the mean observed concentration. The higher mixing (i.e., 10"6

cm/s) results in a minor reduction in concentration that has little impact on the comparison to
data. The PCB3+ load passing Waterford is only slightly affected by the non-cohesive sediment
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• /•—x mixing intensity (Figure 4-6 Ic). This is due to the compensation between the decline rate in the
0-5 cm layer and the concentration in the 0-1 cm layer. Lower mixing results in higher
concentration in the 0-5 cm layer, but also a larger concentration gradient over this layer.

4.6.4 Sediment Partition Coefficient

The data used to establish a partition coefficient for the sediments were noisy (see
Section 4.3.5). The assigned partition coefficient equaled that of the water column because some
of the sediment data were consistent with such an assumption. However, a few of the data points
suggested a lower value and a much higher value was indicated for heavily dechlorinated
sediments. The importance of this uncertainty was evaluated by examining the impact of
changing the KOC value from 105'6 to 105'1 or 106'1. These changes are equivalent to varying the
pore water PCB3+ concentration over one order of magnitude.

The results of the analysis indicate that the model is insensitive to sediment partition
coefficient uncertainty (Figure 4-62). The variation of the partition coefficient impacts only the
vertical migration of PCBs within the sediment due to diffusion. The non-resuspension flux of
PCBs between the sediment and the water column is independent of partition coefficient
variation because it was established on the basis of sediment PCB3+ concentration, not pore
water concentration (see Section 4.3.5). Diffusive transport of PCBs within the sediment is slow,
on the order of millimeters per year or less. As such, it contributes little to the overall mass
balance and even order of magnitude changes have little affect on overall PCBs+ fate.

4.6.5 Water Column Partition Coefficient

The uncertainty of the water column partition coefficient is due to uncertainty in both the
organic carbon content (foc) of the TSS and the organic carbon based partition coefficient (Koc)-
The mean foc values have small uncertainty because of the large data sets. For example, the low
flow foc data at Waterford have a ratio of standard error to mean of about 0.01. Given this, the
uncertainty of the water column partition coefficient was defined by the 95% confidence limits
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of Koc at a temperature of 20° C: 10547 to 10574. Using these values had little impact on the
model results. Cohesive and non-cohesive surface sediment PCBs+ concentrations were directly
related to the partition coefficient value because of the proportionality between PCB3+
concentration on depositing particles and the partition coefficient (Figure 4-xxa & b). However,
the changes were small and did not impact the calibration.

The changes in partition coefficient had the opposite effect in the water column.
Increasing the partition coefficient decreased the PCB3+ load passing Waterford because of the
greater loss from the water column due to deposition. Again, the effect was minor.

4.6.6 Duration and Extent of Ice Cover

The surface of the Upper Hudson River freezes each winter. The duration and extent of
ice cover were established on the basis of air temperature data and anecdotal information. The
assumption of a three-month duration and 80% coverage is probably an upper end estimate,
particularly for recent years where atmospheric temperatures have exceeded long-term averages.
For this reason, the sensitivity to ice cover was examined by comparing the calibration to a
model in which ice cover is assumed not to exist.

Changing the ice cover assumption had no observable effect on the model (Figure 4-64).
This lack of sensitivity is due to the small overall contribution of volatilization to the PCBs+
mass balance and the fact that volatilization is minimum in the winter due to temperature effects
on Henry's Constant and the water phase mass transfer coefficient.

4.6.7 Sediment- Water Non-Particulate Mass Transfer Coefficient

The mass transfer coefficient defining the rate at which PCBs move between the surface
sediment and the water column via mechanisms other than resuspension (kf)was empirically
defined. Because the data were noisy and impact by non-detect measurements, the coefficient is
somewhat uncertain. This uncertainty was quantified by visual estimation of lower and upper
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^-~- bound relationships between the coefficient and time of year (Figure 4-65). The bounding
relationships yielded little change in cohesive surface sediment PCBs (Figure 4-65a). This
insensitivity is due to the relative insignificance of non-particulate transfer to the water column
as a loss mechanism in comparison to burial. The non-cohesive surface sediment PCB3+
concentration exhibited greater sensitivity (Figure 4-65b) because flux to the water column is the
dominant loss mechanism from these sediments. The lower bound relationship resulted in
predicted 1998 concentrations that were not consistent with the data.

The PCB load passing Waterford was not significantly affected by the changes in kf.
This is due to the fact that these changes are offset by changes in resuspension flux to the water
column. For example, if kf is reduced the non-particulate flux to the water column decreases, but
the surface sediment PCB3+ concentration increases, and therefore the resuspension flux
increases.

4.6.8 Solids Loading

r
The uncertainty in solids loading resulting from the variability of the data used to

establish tributary rating curves is discussed in Section 3.4. This uncertainty did not degrade the
sediment transport calibration. Its impact on the PCB3+ fate calibration was examined by
altering the TSS, and deposition and resuspension fluxes in the PCBs+ model to those calculated
by the sediment transport model under the altered solids loading.

The uncertainty in solids loading has little effect on the PCBs+ calibration (Figure 4-66).
Higher solids loading results is slightly lower sediment PCB3+ concentrations, while lower solids
loading results in slightly higher sediment PCBs-f concentrations. The impact on PCB3+ flux
passing Waterford is insignificant. Thus, this uncertainty is within the bounds of a reasonable
calibration.
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4.6.9 Development of a Bounding Calibration

The sensitivity analysis indicates that variations in the tested parameters alter the
principal results of the model: the rates at which PCB3+ concentrations decline in surface
sediments and the magnitude of the PCBs+ loading passing Waterford. Variations in the
sediment partition coefficient, the duration and extent of ice cover and the depth of particle
mixing in cohesive sediments have negligible effects on these rates and are not likely to affect
future projections. Although uncertainty in the magnitude of the 1977 to 1990 pulse loading
does impact these rates, the impact declines quickly through the 1990s and it will also not cause
significant uncertainty in future projections. In contrast, uncertainties in the depths and
magnitudes of panicle mixing in cohesive and non-cohesive sediments, the water column
partition coefficient, the sediment-water non-particulate mass transfer coefficient and solids
loading all impact the model. However, hi all cases these impacts do not alter the principal fate
pathways. Rather, they have minor effects on the rates at which PCB3+ concentration declines.
The absence of major effects is attributable to the small uncertainty ranges for some of the
parameters (e.g., solids loading and water column partition coefficient) and the dominant role of
sediment transport processes in controlling PCB fate.

On the basis of the sensitivity analysis, a bounding parameter set was chosen so that the
rate of decline would be reduced relative to the base calibration, but would still reproduce the
major features of the observed data. Three parameters were altered. The water column partition
coefficient was set to the upper 95% confidence limit of the mean, the solids loading was set at
the lower bound estimate from the solids rating curve and the depth of particle mixing in
cohesive sediments was set at 15 cm. These values differ from the best estimates for the
parameters and the resulting calibration is considered to be a less likely model of PCB fate.

The bounding model accurately reproduces the changes in average 0-5 cm cohesive and
non-cohesive sediment PCBs+ concentrations observed hi the TIP (Figure 4-67). The rates of
decline between 1977 and 1998 are slightly lower than predicted by the base model. In addition,
the bounding model predicts slightly higher water column PCB3+ concentrations (Figure 4-68).
Thus, the bounding model will predict a slightly lower recovery rate into the future.
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4.7 IMPACTS OF RARE FLOOD EVENT

The effect of a 100-year flood on Hudson River PCB3+ fate was assessed using the
calibrated PCB3+ fate model. The results of the hydrodynamic and sediment transport model
were used to determine flows, volumes, depths, deposition rates, and resuspension rates in the
same manner used for the long-term calibration. The flood was assumed to occur immediately
after the calibration (3/23/98) and the river PCB3+ levels at the end of calibration were used as
the initial conditions for the flood. All model parameters were as determined by calibration.

During the 8-day flood period, the model predicts that 411 Ibs of PCB3+ would be eroded
from Upper Hudson River sediments. Of the eroded mass, 289 Ibs (70%) are transported to the
lower river and 122 Ibs (30%) are redistributed within the riverbed. The calculated PCB3+ mass
eroded from the TIP is 161 Ibs. Of the 161 Ibs of PCB3+ eroded, 6 Ibs settle back in the TIP, 31
Ibs settle back in reaches 1-7, and 124 Ibs are transported to the lower river. Sediment-water
diffusive exchange is small (2 Ibs) and volatilization losses are negligible. TIP sediments account
for 43% of the 289 Ibs of PCB3+ transported to the lower river.

The 1997 EPA DEIR estimated 1984 TIP PCB3+ inventory. The lowest estimate of total
PCB3+ mass in the TIP was 14.5 MT. Assuming comparable PCB3+ mass inventories in 1998,
the 100-year flood would only erode about 0.5% of the total TIP PCB3+, and about 0.4% would
be transported to the lower river.
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Figure 4-34. Illustration of sediment PCB depth-weighted averaging.
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Figure 4-40a. Probability distributions of residual PCB3+ load at Fort Edward.
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Figure 4-40b. Probability distributions of residual PCB3+ load at Fort Edward
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select model segments in the TIP.
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Figure 4-57. Comparison of average observed 0-5 crn cohesive and non-cohesive sediment PCB3+
concentration in the TIP and the load past Waterford with concentrations computed using
alternate magnitudes of pulse loading.
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Figure 4-58. Comparison of average observed 0-5 cm cohesive and non-cohesive sediment PCB3+

concentration in the TIP and the load past Waterford with concentrations computed using
alternate depths of particle mixing in cohesive sediments.
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Figure 4-59. Comparison of average observed 0-5 cm cohesive and non-cohesive sediment PCB3+
concentration in the TIP and the load past Waterford with concentrations computed using alternate
depths of particle mixing in non-cohesive sediments.
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Figure 4-60. Comparison of average observed 0-5 cm cohesive and non-cohesive sediment PCB3+

concentration in the TIP and the load past Waterford with concentrations computed using
alternate magnitudes of particle mixing in cohesive sediments
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Figure 4-61. Comparison of average observed 0-5 cm cohesive and non-cohesive sediment PCB3+

concentration in the TIP and the load past Waterford with concentrations computed using
alternate magnitudes of particle mixing in non-cohesive sediments.
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Figure 4-62. Comparison of average observed 0-5 cm cohesive and non-cohesive sediment PCB3+

concentration in the TIP and the load past Waterford with concentrations computed using
alternate PCB partition coefficients in sediment.
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Figure 4-63. Comparison of average observed 0-5 cm cohesive and non-cohesive sediment PCB3+

concentration in the TIP and the load past Waterford with concentrations computed using
alternate PCB partition coefficients in water.
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Figure 4-64. Comparison of average observed 0-5 cm cohesive and non-cohesive sediment PCB3+

concentration in the TIP and the load past Waterford with concentrations computed using alternate
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da-\\Poscidon\D_Drive\GENhud\Documents\Final_report\Vol_2\Section_4\fig4_57_66sens.pro
Tue Apr 13 14:03:411999 313999



TIP cohesive sediments, 0-5 cm
120

100

80

8 60

[2 40

20

l a )
Model Calibration
Lower bound of kDf
Upper bound of kDf
data avg +/- 2 std. err.

1975 1980 1985 1990 1995 2000

30

20

TIP non-cohesive sediments, 0-5 cm

_3^
+

m

(2 10

Ot_
1975 1980 1985 1990 1995 2000

4000

^ 3000

I
•o
J 2000

of

1000

Load past Waterford

oE_
1975

Model Calibration
Lower bound of kDf
Upper bound of kDf

1980 1985 1990 1995 2000
Year

Figure 4-65. Comparison of average observed 0-5 cm cohesive and non-cohesive sediment PCB3+
concentration in the TIP and the load past Waterford with concentrations computed using the
estimated range of mass transfer coefficients.
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Figure 4-66. Comparison of average observed 0-5 cm cohesive and non-cohesive sediment PCB3+

concentration in the TIP and the load past Waterford with concentrations computed using the
estimated range of solids loading.
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Volume 2

SECTION 5
BIO ACCUMULATION MODEL

The bioaccumulation model is a mathematical description of the transfer of PCBs within
the food web. The food web is comprised of the primary energy transfer pathways from the
exposure sources, sediment and water, to the species of interest. The mathematical descriptions
are generic (common to all aquatic food webs) and form the basis for the computer source code
(Section 5.1). The parameters of the model were established in several ways:

• The food web was defined using a combination of general natural history information and
site-specific studies (Section 5.2.1).

• The relative importance of sediment and water column exposure sources was explored
using analyses of site-specific natural history studies and PCB data (Section 5.2.2).

• The depth within the sediment bed to which PCBs are bioavailable was estimated based
on natural history and a model of the bioaccumulation of PCB homologs (Section 5.2.3).

• Bioaccumulation factors for the invertebrates at the base of the food web were based
upon values measured in the Hudson River as well as values measured at other sites
(Section 5.2.4).

• Respiration rates were based on species-specific laboratory studies (Section 5.2.5).
• Growth rates were calculated from site-specific field data for each species (Section

5.2.5).
• Toxicokinetic parameters (PCB assimilation efficiencies) were presumed to be generic to

all aquatic food webs and were established from laboratory data and previous modeling
studies (Section 5.2.6).
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5.1 STRUCTURE AND EQUATIONS

5.1.1 Bioaccumulation Factors

The transfer of PCBs through the food web can be described in a number of ways. The
simplest description is a bioaccumulation factor, or a ratio of the contaminant concentration in
the species of interest to the concentration in the exposure source. Two bioaccumulation factors
are used, one to describe accumulation from sediment (BSAF) and one to describe accumulation
from the water column (B AF). Equation 5-1 describes the accumulation of PCBs from the water
column:

(5-1)

where:
BAF = bioaccumulation factor (17kg lipid)
UL = concentration of PCBs in the organism (mg/kg lipid)

c = concentration of PCBs dissolved in the water (^g/L)

Equation 5-2 describes the accumulation of PCBs from sediments:

BSAF = - (5-2)
soc

where:
BSAF = biota-sediment accumulation factor (kg organic carbon/kg lipid)
rsoc = concentration of PCBs on sediment particles (mg/kg organic carbon)

Concentrations in the sediments are represented on an organic carbon basis because PCBs
preferentially associate with the organic matter fraction of the sediment bed and because benthic
organisms derive their energy from sediment organic matter. Therefore, the amount of PCBs

QEA,LLC 5-2 May 1999
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ingested by the organism is proportional to the amount of PCBs present in the organic matter
fraction, which is represented by rsoc.

Bioaccumulation factors are often used as screening-level descriptors of bioaccumulation
for all aquatic biota. They are most useful in describing bioaccumulation in small, short-lived
organisms that accumulate a chemical from one exposure source and that respond rapidly to
changes in exposure concentrations. Examples of appropriate organisms include benthic and
water column invertebrates. The Upper Hudson River bioaccumulation model uses
bioaccumulation factors for these organisms.

The application of BAFs to simulate the bioaccumulation process is subject to a number
of limitations. First, if both the water column and sediments contribute to overall exposure and if
PCB concentrations in the two media change at different rates, then a single bioaccumulation
factor may not predict concentrations in the biota accurately. Second, if exposure concentrations,
organism physiology (especially lipid content) or the food web change on a time scale
commensurate with the response time of the food web, then BAFs will not accurately describe
the bioaccumulation process. Chemical levels in the organism cannot keep pace with changes in
exposure levels that occur on a time scale similar to the response time of the organism. Under
such conditions, they are not at steady state with respect to exposure levels and a time-variable
modeling approach is required. These conditions are met in the Upper Hudson River: fish
accumulate PCBs from both water and sediment, exposure concentrations vary on a range of
time scales, and fish lipid contents change over time. Therefore, a time-variable model was used
to simulate PCB bioaccumulation in Upper Hudson River fish. The model is mechanistic in that
it is based upon basic toxicokinetic and bioenergetic principles.

5.1.2 Time-Variable Mechanistic Model Equations

Basic Equation

The accumulation of PCBs by aquatic animals is described by the following:

QEA,LLC 5-3 May 1999
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vvj -(AT, + G>, (5-3)

where:
i & j = indices for predator and prey, respectively
ty = concentration of chemical in species i (|ig/g(w) where g(w) is grams wet

weight)
KUJ = rate constant for respiratory chemical uptake by species i (L/g(w)-d)
Kj = rate constant for excretion of chemical by species i (1/d)
ac = efficiency at which ingested chemical is assimilated from prey
Cjj = predation or consumption rate of species i on species j

(g(w)prey/g(w) predator-d)
Gj = growth rate of species i (g(w)/g(w)-d)
n = number of species (including different year classes of a single species)

preyed upon by species i
i

The first term of Equation (5-3) represents the direct uptake of PCBs by the animal from
water. The second term represents the flux of PCBs into the animal through feeding. The third
term represents the loss of chemical due to diffusion across the gill and the change in
concentration due to growth. The gill is the major site of depuration; the fecal elimination rate is
much less than the growth rate and is not included in the model. The dynamic bioaccumulation
model is applied to each fish species, accounting for species-specific differences in growth rate,
consumption rate, and elimination rate.

The individual processes within Equation (5-3) have been discussed in detail elsewhere
(Connolly 1991, Connolly et al. 1992) and are summarized and updated here.

Contaminant Mass Transfer at the Gill

The contaminant uptake rate constant Kuj is defined from a mass transfer coefficient kgj
and the active gill surface area Agi:

QEA, LLC 5-4 May 1999
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W
(5-4)

where W is the wet weight of the animal (g(w)). The index i representing an individual species
is dropped for this discussion.

It is not necessary to explicitly define these parameters. Rather, Ku may be determined
from the oxygen uptake rate constant, Kuo2, and the ratio of the mass transfer coefficients of the

contaminant and oxygen. Oxygen transfer rate is defined by the respiration rate of the animal
and the oxygen concentration of the water (co2,gC>2/l):

(5-5)

where R is the respiration rate in units gC>2/g(w)-d. Mechanistically this uptake rate may be
( described in term of a mass transfer rate constant at the gill (kgio,).

K = (5.6)
U02 V /

Equations (5-5) and (5-6) may be equated and solved for Ag!. Substituting this expression
for Agi in Equation (5-4) yields:

{* 7-i(5-7)
Kgl02

 C02

The bioenergetic component of the model computes the respiration rate. The
concentration of oxygen in the water is calculated assuming saturation, incorporating corrections
for temperature and salinity. The ratio of chemicahoxygen mass transfer rates is estimated from
experimental data, as described in section 5.2.4.
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Within the body of fish, PCBs circulate in the blood and are stored in lipids within
various tissues. Gill exchange involves diffusion between dissolved contaminant pools on either
side of the gill membrane (e.g. Erickson and McKim 1990). Gill exchange (in units of {J,g/g(w)-
day; without the subscript i denoting a specific species) is therefore given by:

Gill exchange =Ku(c-uB) (5-8)

where:
VB = concentration of contaminant dissolved in blood

If lipid stores and blood equilibrate rapidly compared with gill exchange, then VB can be

estimated by multiplying the contaminant concentration hi lipid by a lipid/water partition ;
coefficient. However, if the exchange between lipid stores and blood is relatively slow, then the
kinetics of this transfer must be considered. Under these conditions, elimination is a two-step j
process, release from the storage compartment followed by release to the environment, and the __
elimination rate is controlled by the rate of mass transfer from the storage tissue to the blood. j

I
There are several lines of evidence suggesting that elimination rates in chronically i

exposed fish are controlled by transfer from storage tissue to blood: ,
i

First, biphasic elimination of PCBs and other hydrophobic compounds from fish has been |
observed in laboratory experiments (Gooch and Hamdy 1982, Guiney et al. 1977, Guiney and '
Peterson 1980, Konemann and van Leeuwen 1980, Muir et al. 1980, Schrap and Opperhuizen ?
1988, Yamato et al. 1983). This refers to a change in the rate at which body burden declines (in
units of I/time) during a single elimination experiment. The observation of biphasic elimination
suggests that there are two separate controls on excretion rate, one that produces a relatively
rapid initial loss followed by a slower loss mechanism. This pattern is characteristic of a multi-
compartment system (O'Flaherty 1981). With relatively short-term exposure, contaminant
remains primarily in the "central" compartment(s), i.e. those with relatively rapid exchange with
the blood. Contaminant transfer to the "deeper" storage compartments, i.e. those with relatively
slow exchange, is minimal. During longer exposure, contaminant enters the deeper storage
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/*****" compartments. During the first relatively rapid phase of biphasic elimination, the blood and the
more central compartments depurate; during the second phase, the relatively slow exchange
between deeper compartments and blood controls the overall elimination rate.

Second, elimination rates measured after long-term exposures are often lower than rates
measured after shorter exposure periods (de Boer et al. 1994, Lieb et al. 1974, O'Connor and
Pizza 1987, Sijm et al. 1992). This has also been ascribed to the relatively slow equilibration of
contaminant within the deeper compartments during chronic exposure (O'Connor and Pizza
1987, de Boer et al. 1994, Spacie and Hamelink 1982).

Third, if contaminant in lipids exchanges rapidly with the blood, then reductions in lipid
content should result in rapid increases in excretion. If lipid/blood exchange is rapid enough,
then the concentration of contaminant in lipid should remain constant even though lipid content
changes. Lieb et al. (1974) found that starvation of rainbow trout over a period of eight weeks
led to an increase in PCB levels in lipid, not to increased elimination. PCB mass per fish did not

( change. This suggests that the transfer of PCBs from lipid to blood is slow, even relative to the
transfer of lipids themselves.

Fourth, a two-compartment pharmacokinetic model of di-2-ethylhexyl phthalate (DEHP)
in sheepshead minnow was developed and parameterized based upon a laboratory uptake
experiment (Karara and Hayton 1984). The storage compartment was found to have relatively
slow exchange with the central compartment. Model computations indicated that during longer
exposure periods, the elimination of DEHP from the fish depended on its rate of transfer from
the storage to the central compartment.

Fifth, chemical transport among tissues in people is generally perrusion-limited for lipid-
soluble compounds for which diffusion and movement across lipoidal membrates should be
relatively rapid (Gibaldi and Perrier 1982). Fat stores are in general poorly perfused (Gibaldi
and Perrier 1982), suggesting the elimination may be controlled by tissue perfusion rates.
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Thus, it appears that elimination in chronically-exposed fish is probably controlled by
release from one or more deep compartments. The number of compartments can range from two,
blood and lipid, to many. A multi-compartment model would include one central compartment,
blood, along with multiple storage compartments, each with its own characteristic rate of
contaminant transfer to the blood. There are probably several compartments in the body of a fish
that can be distinguished on the basis of their mass transfer rates to and from blood, for example
contaminant bound to lipoprotein in the blood, contaminant associated with triglycerides in
muscle, liver and other tissues, and contaminant associated with phospholipids in body tissues.
For illustrative purposes, the equations describing contaminant dynamics in the fish are
developed assuming that the mass of PCBs resides in two compartments, dissolved in blood and
associated with lipid (Figure 5-1). The inclusion of multiple compartments would change neither
the form of the final equations nor the parameterization of the Hudson River bioaccumulation
model.

The mass of contaminant m the whole body is equal to the sum of masses in the two
compartments:

vm=vBmB +vLmL (5-9)

where:
v = whole-body PCB concentration (p.g/g(w))

VL = PCB concentration in lipid (|J.g/g lipid)

me = mass of aqueous blood in the body (g blood)
niL = mass of lipid in the body (g lipid)
m = whole body mass (g(w))

The rates of change of PCB mass in the blood and lipid are described by Equation 5-10 (Figure
5-1):

VB™B = kumc + acm^C^j - k,vBmB - k2vBmB + k3vLmL (5-10)
at =i
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dvimi i— i-L = k
at 2vBmB - (5-11)

where:

ku

k,
uptake rate constant from water (1/d)
mass transfer constant from blood to water (1/d)
mass transfer constant from blood to lipid (1/d)
mass transfer constant from lipid to blood (1/d)

Summing Equations 5-10 and 5-11 results in an equation for the rate of change of PCB mass in
the whole, body containing only the first three terms of Equation 5-10. This whole-body equation
is similar to Equation 5-3, except that it is formulated in units of mass rather than concentration.
Reformulation in terms of concentration would result in the addition of the growth rate term
(dm/dt) in Equation 5-3. Note that ku in Equation 5-10 (units of I/day) and Ku in Equation 5-3
(units of L/g(w)-d) are both used to calculate the exchange of contaminant across the gill surface,
but they have different units.

Equations 5-10 and 5-11 have two additional rate constants, k2 and
between these can be developed by analyzing Equation 5-11 at steady state:

A relationship

k2vBmB = k3v'LmL (5-12)

We define a lipid/dissolved partition coefficient:

• = n LB (5-13)

Then, Equations 5-12 and 5-13 can be substituted into Equations 5-10 and 5-11:

at

.= kmc ,- nLBk3mLvB (5-14)
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The parameters in Equation 5-3 have counterparts in Equation 5-14: Kuj and ku, the food
consumption parameters, Ks and ki. However, Equations 5-14 and 5-15 have one additional rate
constant, ks, that describes the rate of exchange with the storage compartment, as well as the
lipid/blood partition coefficient, TCLB- Addition of more compartments would be done in a
similar way and would add two additional parameters per compartment.

c.

There is insufficient information to develop a full multi-compartment model and to
estimate values for all of the necessary rate constants and partition coefficients. Therefore, in the
bioaccumulation model, we account for the additional resistance due to the relatively slow
transfer from deep compartments to blood by reducing the excretion rate below that calculated
by diffusive exchange across the gill. The gill elimination rate, Kgjn, is first computed assuming
equilibration between lipid and blood, by substituting Equation 5-9 and 5-13 into the second
term in Equation 5-8 (Connolly et al. 1992). Then, this rate is multiplied by a "resistance"
factor, CR, with a value between 0 and 1:

= KUCRVB = Kuc J -————- |v (5-16)
\JB

where:
fL = niL/m = fraction lipid of the animal (g lipid/g(w))
fB = niB/m = fraction lipid of the animal (g blood/g(w))
CR = factor accounting for the slow transfer of PCBs from lipid to blood

Three additional parameters must be estimated, TCLB, CR and f&.
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Contaminant Mass Transfer at the Gut Wall

Contaminant mass transfer at the gut wall is determined by the amount of food consumed
and the assimilation efficiency (Equation 5-3). The amount of food consumed is computed in the
bioenergetics component of the model. The estimation of the assimilation efficiency is discussed
in Section 5.2.5.

Analysis of laboratory data for chemicals with log (KoW) between 4.5 and 8 indicates that
elimination across the gut is of limited importance relative to overall elimination rate (Connolly
et al. 1992). Gobas et al. (1989) presented data that showed fecal elimination rate to be below
gill elimination rate until log (Kow) was above about 7. In any event, the fecal elimination rate is
much less than the growth rate and is not included in the model. Therefore, the gill is the major
site of depuration (Gobas et al. 1989), and Kgjn is equivalent to the whole-body loss rate (Kj in
Equation 5-3).

f Bioenergetics

Growth and respiration rates are required to calculate the total energy requirement, which
is needed to calculate the rate of consumption of contaminated prey (Equation 5-3). In addition,
the respiration rate is used to calculate the rate of diffusion of contaminant across the gill surface
(Equation 5-7). Finally, the growth rate is used to calculate the dilution of contaminant within
the body of the organism (Equation 5-3).

The model computes growth rates based upon a relationship between age and weight that
is determined from data:

W dt

The respiration model is
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pTcaa (5-18)

where:
T = temperature (°C)
Cact = activity multiplier
P,y,p = empirical coefficients determined by experiment

The model accounts for standard metabolism, that is, metabolism in the absence of
feeding and activity, as well as the added impact of swimming. In addition, the effects of
apparent specific dynamic action (ASDA) are incorporated. The ASDA consists of the heat
produced during digestion as well as the energy required for absorption, digestion, transportation
and deposition of food materials.

The rate of consumption of food, Sj(Cjj) is calculated from the rate of energy usage.
Energy usage is estimated from the rates of production and metabolism. For the rest of this
discussion, the index i representing an individual species is dropped. The rate of metabolism is
computed from the respiration rate at time t (Rt, gO2/g(w)-d), by stoichiometrically converting
respiration to units of kJ/g(w)-d using a conversion factor X0 = 13.7 kJ/g Oa (Brett and Groves

1979). The rate of energy usage for production of body tissue is determined from the growth hi
mass and the change in lipid content. Given, the energy density of the animal's tissue at time t (A,t,
kJ/g(w)), the energy usage rate at time t (Pt, kJ/g(w)-day), is then:

where:
Wt+i = weight at time t+1 (g(w))

Note that the model computes P based upon field measurements of lipid content and weight/age
relationships. The relationships among food availability, feeding behavior, growth and body
composition are not modeled here.
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Energy density is computed from the composition of the animal and the energy densities
of lipid (39.5 kJ/g) and protein (20.08 kJ/g; Brett and Groves 1979):

A =39.5^+20.08^ (5-20)

where:
fp = fraction protein = ft - fo
fo = fraction dry weight (g(d)/g(w))

The energy density of each organism changes over time in response to changes in lipid content.
The fraction protein is assumed to remain constant.

Dividing the energy usage rate of species i, Pi by the fraction of ingested energy that is
assimilated, «F, yields the rate of energy intake by the animal. The rate of consumption of prey

type j, Cy, is the energy intake rate for that prey type, fijPi/ap, divided by the energy density of
the prey, Aj:

where:
fij = fraction of the total energy consumed by predator i that consists of prey j.

Computer Code

The model computes the PCB concentration for each age class of each species on a daily
basis as it advances from one age class to the next. Each day, the weight, lipid content,
metabolic rate and PCB exposure for each model age class of each species change. Dietary
composition can also change daily, although in the Upper Hudson River model the annual
average dietary composition is used. The computer code has the ability to permit migration
between sites with different exposure conditions. However, this feature is not used in the Upper
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Hudson River model, because the fish are not considered capable of passing beyond dammed
reaches on a regular basis.

5.2 APPLICATION TO THE UPPER HUDSON RIVER

5.2.1 Food Web Structure

Food resources enter the Upper Hudson River system through two pathways: 1) primary
production by phytoplankton, periphyton and macrophytes within the river, and 2) transport of
detritus from upstream and from nearby terrestrial ecosystems. Water column and sediment
paniculate matter are the first trophic level of the food web (TL1). These resources are
consumed by invertebrates that reside in the water column as well as within and on the surface of
the sediment bed (TL2). Invertebrates are consumed by fish (TL3), which in turn can be
consumed by larger predatory fish (TL4; Figure 5-2).

5.2.1.1 Top Predators (Trophic Level 4)

The fish community of the Upper Hudson River is composed of more than 30 species
(Figure 5-3, Law Environmental 1991, Exponent 1998a, NYSDEC 1998). The most common
species in the TIP are smallmouth bass, largemouth bass, rock bass, yellow perch, pumpkinseed,
spottail shiner, tessellated darter and fall fish,

Largemouth bass, smallmouth bass, northern pike, and chain pickerel are the most
commonly collected top predators in the Upper Hudson River. Because top predators represent
an important potential exposure source for people who catch and eat fish from the river, a top
predator is included in the model. The model food web includes largemouth bass as a
representative top predator, primarily because a large historical database of PCB concentrations
is available (NYSDEC 1998). PCB levels in top predators should be among the highest in the
aquatic biota. Indeed, largemouth bass have PCB levels higher than fish sampled from trophic
level 3 in the Upper Hudson River (Figure 5-4).
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To examine the degree to which largemouth bass is representative of top predators, total
PCS levels and PCB composition were compared among the species. Annual average total PCB
levels measured by NYSDEC (1998) were computed by location and year for all top predators.
Average values in largemouth bass were matched by location and year with average values
measured in other species and plotted (Figure 5-5). Largemouth bass values are correlated with
values for other predators. There is no clear bias in the relationship. Values measured in other
top predators generally lie within a factor of two of values measured in largemouth bass. A
simple measure of PCB composition is the average number of chlorines per biphenyl (Cl/BP).
Values measured in several top predators in the 1990s are presented in Figure 5-6 (data of
USEPA, NOAA, Exponent and Law Environmental). The average largemouth bass value lies in
the middle of the values for predators. Thus, based upon total PCB concentration and PCB
composition, largemouth bass is a reasonable representative of the top predators of the Upper
Hudson River.

Many piscivorous fish species, including those present in the Upper Hudson River, are
generally opportunistic feeders, meaning that they consume prey species roughly in proportion to
their availability, within an appropriate size range (Carlander 1971, Wootton 1990, Smith 1985,
Hambright 1991). The guts of a limited number of largemouth bass collected in the Upper
Hudson River included at least 11 species of fish (Figure 5-7). The most common species in the
largemouth diet was the spottail shiner, a common component of the forage fish community. On
the other hand, two species found in the guts of largemouth bass were not found in fish
collections conducted in the same area, season and year (eastern silvery minnow, bluntnose
minnow). Thus, largemouth bass appears to consume both relatively common and relatively rare
fish species. Because largemouth bass are opportunistic and consume a variety of species, the
relative contribution of benthic and water column-based PCBs to their diet depends on the
composition and feeding behavior of the forage fish (TL3) are discussed in Section 5.2.1.2.

Insofar as predators are opportunistic, spatial and temporal trends in PCB levels in one
predator should be representative of all predators. To provide the information needed for human
health and ecological risk assessment, average PCB levels in other predatory fish species can be
computed based upon the modeled average largemouth bass concentration and measured
relationships among species.
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In the model, yearling and older largemouth bass consume only fish. Young-of-the-year
largemouth bass consume 50% invertebrates (Carlander 1977), equally split between water
column and benthic species. The mixture of forage fish consumed by the largemouth bass was
estimated based upon analyses of the forage fish community (Section 5.2.1.2) and by model
calibration.

5.2.1.2 Forage Fish (Trophic Level 3)

There are at least 30 species of fish that are available prey for TL4 fish (Figure 5-3),
including the young of piscivorous fish. Published information on dietary composition of the
more abundant species is presented next.

Pumpkinseed is an opportunistic feeder that consumes many kinds of invertebrates
(Thorp et al. 1989, Keast and Fox 1990, Domermuth and Reed 1980). The diet changes in the
presence of other fish species (Osenberg et al. 1992), varies between night and day (Collins and
Hinch 1993), and changes with age (Osenberg et al. 1992). Pumpkinseed is unusual in that it
has strong pharyngeal teeth capable of crushing snail shells, providing a relative advantage in
feeding on molluscs. Adults can be found to specialize on snails (Feldman 1992, Ringler and
Johnson 1982, Osenberg et al. 1992), but also feed upon many other organisms. Young
pumpkinseed are more likely to be important forage for predators, and these do not consume as
high a proportion of snails. Feldman (1992) found primarily chironomids and ostracods in the
guts of yearling pumpkinseed from the Upper Hudson River.

Brown bullheads are omnivorous, feeding at night with the aid of barbels (Wemer 1980).
They have been observed to consume insects, fish, fish eggs, molluscs crayfish, leeches,
oligochaetes, bryozoans, amphipods and plants (Carlander 1969, Smith 1985). Crustacea were
found to make up about 60% of the diet in northern Cayuga Lake, and chironomids were found
to make up another 25% (Smith 1985).
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^^ Spottail shiner feeds on zooplankton and benthic organisms such as insect larvae, algae
and eggs and larvae of its own species. Its undershot mouth suggests a benthic feeder (Smith
1985). This observation contrasts with the PCB composition information and field gut studies
discussed below, which indicate a more water column-based existence than other forage fish.

Yellow perch feed opportunistically, both in the water column and the benthos (Wemer
1980, Smith 1985). Major prey items include invertebrates such as chironomids, cladocerans,
ostracods, amphipods, snails, and crayfish. Larger yellow perch (>130 mm) also feed on small
fish including young yellow perch (Carlander 1997).

Fallfish are also opportunistic, feeding on algae, fish, insects, and crayfish, although
insects and fish are the dominant prey items (Carlander 1969, Smith 1985).

Bluegills feed throughout the water column on plant material, insects, small crayfish, and
small fish (Carlander 1977, Smith 1985).

r
Silvery minnow feed on organic bottom detritus and algae (Carlander 1969, Smith 1985).

The tessellated darter feed primarily on chironomids and mayflies. Organic bottom
detritus can be found in its gut (Werner 1980, Smith 1985).

Thus, the forage fish component of the model food web is composed primarily of
generalist, largely opportunistic, species. These species appear to specialize to some degree on
feeding location (tessellated darter is relatively more associated with the sediment bed than
bluegills), as well as taxonomically (adult pumpkinseed is morphologically adapted to consume
snails). In general, TL3 are likely to consume carbon from a combination of both water column
invertebrates (phytophilous macroinvertebrates, or PMI) and benthic macroinvertebrates (BMI).

Pumpkinseed and brown bullhead are the two representative trophic level 3 fish in the
Upper Hudson River bioaccumulation model, largely because an extensive historical PCB

x«-s database exists for these species (NYSDEC 1998). Based upon published natural history
information, both species are likely to consume a mixture of water column- and sediment-based
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invertebrates and are therefore representative of TL3 fish as a whole. Brown bullhead may
forage more on the bottom than pumpkinseed. Both pumpkinseed and brown bullhead were
found in largemouth bass guts collected in the Upper Hudson River (Figure 5-7). However, it is
unlikely that these two species are the dominant prey of largemouth bass, based in part on the
diversity of fish found in the guts (Figure 5-7). In fact, they may not even be frequent prey of
the largemouth bass. In the model, pumpkinseed and brown bullhead represent the forage fish
community, which is composed of many species. Next, we present evidence that indicates that
their total PCB level, PCB composition and feeding behavior is similar to that of other TL3 fish,
that is, that they are indeed appropriate representatives.

First, "total PCB levels measured in brown bullhead and pumpkinseed were compared
with levels measured in other forage fish. Annual average concentrations for each location were

?i

computed from the NYSDEC database, and the brown bullhead and pumpkinseed values were
matched up with values for other TL3 fish by location and year (Figure 5-8), similar to the
analysis performed for the largemouth bass (Figure 5-5). Total PCB levels measured in brown
bullhead generally lie within a factor of two of levels measured in other species (Figure 5-8a).
Below 600 ng/g lipid, levels in brown bullhead are generally unbiased with respect to levels in

other forage fish. Above 600 fig/g lipid, brown bullhead levels are as much as two to three times

higher than levels in pumpkinseed, goldfish and carp. As for the brown bullhead, levels in
pumpkinseed are usually within a factor of 2 of levels in other forage fish. Below a
concentration of 600 ^ig/g lipid they are generally unbiased (Figure 5-8b). Above 600 |ig/g lipid,
levels in pumpkinseed are for the most part lower than in other TL3 fish, but still within a factor
of two. Thus, together, brown bullhead and pumpkinseed provide a reasonable representation of
the range of total PCB levels found in the TL3 fish community.

Second, PCB composition in TL3 fish was explored. PCBs in the surface sediments of
the TIP are generally more dechlorinated than PCBs collected on water column particles (Figure
5-9). The water column samples contained an average of 3.6 Cl/BP, and sediment samples
contained an average of 2.7 Cl/BP. Therefore, TL3 fish that are more closely associated with the
sediments should have PCBs that are, on average, less chlorinated than fish that are more closely
associated with the water column; the homolog distribution in TL3 fish provides an indication of
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/"****""" PCB source. PCBs in predatory fish may be more chlorinated than in TL3 fish because of
selective accumulation of higher chlorinated congeners from their prey.

The average Cl/BP varies among TL3 species from the TIP (Figure 5-6). Species that
prefer benthic prey have relatively lower Cl/BP values (white sucker, tessellated darter and carp).
Spottail shiner has a relatively high value for a TL3 fish (4.25), suggesting a more water column-
based PCB source. Most species of TL3 fish, including pumpkinseed and brown bullhead, have
values between 4.0 and 4.2 Cl/BP, indicating a mixed diet. Yellow bullhead should be a TL3
fish, based on published natural history information (Smith 1985, Werner 1980, Carlander 1969).
However, its value of 4.6 Cl/BP is inconsistent with this, being higher than any other TL3 fish,
and even higher than predators. Exponent (1998a,b) found fish in 65% of the yellow bullhead
stomachs they sampled, indicating that this species belongs in TL4 in the Upper Hudson River,
which is more consistent with the PCB composition data.

The extent to which the model food web might be biased due to the exclusion of a moref~^
( water column-based fish such as the spottail shiner was explored by comparing pumpkinseed and

spottail shiner total PCB concentrations. PCB levels in TIP surface sediments are approximately
eight-fold greater than PCB levels on water column particles (Figure 5-10; data collected by
USEPA in 1992 and 1993). Therefore, the exposure of spottail shiner to relatively more water
column-based PCBs should result in lower PCB concentrations than pumpkinseed. This was not
observed. The average total PCB level in spottail shiner collected in TIP in 1993 by USEPA was
20.2 p,g/g(w) (standard error of the mean=3.4, n=18). The average total PCB level measured in

pumpkinseed collected in TIP in 1993 by NYSDEC was 22.7 fig/g(w) (standard error of the
mean=2.5, n=21). This is not consistent with a large difference in exposure concentrations, and
suggests that spottail shiner and pumpkinseed consume similar proportions of BMI and PMI, and
therefore that the difference between these species in Cl/BP is not indicative of a large difference
in diet. ;

The extent to which the model food web might be biased due to the exclusion of a more
:,̂ —s, sediment-based fish such as the carp was explored by comparing brown bullhead and carp total

PCB concentrations. Brown bullhead total PCB levels are within a factor of two of carp levels,
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and are actually higher than carp levels at total PCS concentrations greater than 600 |j,g/g lipid
(Figure 5-7a). Thus, PCB levels in the brown bullhead are representative benthic species.

In summary, forage fish are opportunistic. Most TL3 fish in the Upper Hudson River
feed upon a mixture of PMI and BMI. Some forage fish are more closely associated with benthic
carbon sources (white sucker, tessellated darter, carp), and there is evidence that one species is
more closely associated with the water column (spottail shiner). However, PCB levels in these
species are similar to levels in brown bullhead and pumpkinseed, suggesting that their diets are
also similar. Thus, PCB levels in the brown bullhead and pumpkinseed are representative of
PCB levels in the forage fish community as a whole.

Field Studies of Forage Fish Diets

To further refine estimates of the relative importance of water column and sediment
carbon and PCBs to the food web, field studies of fish diets in the Upper Hudson River were
conducted. Exponent (1998a,b) sampled BMI, PMI, and the gut contents of several species of
TL3 fish in the Upper Hudson River simultaneously. The results of the field study consisted of
the numbers of each invertebrate taxon in the guts of several species of forage fish and in the
samples of BMI and PMI collected in the same vicinity at the same time. Samples were
identified to the lowest taxonomic level that was possible with reasonable effort, ranging from
species to order. This study provided information on both the availability of prey in the BMI and
PMI and the actual feeding behavior of the fish.

Two analyses were performed to estimate the relative importance of BMI and PMI in the
diets of the forage fish. First, the invertebrate taxa that were found only in BMI or only in PMI
were used as indicators of feeding behavior. For example, the presence of taxa in the diet of a
forage fish that were unique to the BMI would suggest that this species feeds to some extent on
the BMI. This analysis used the data at the lowest taxonomic level reported. These indicator
taxa comprised 1 to 25% of the total items found in the guts.

Every fish species sampled was found to have fed on some invertebrates that were unique
to the BMI and some that were unique to the PMI (Table 5-1). This suggests that none of the
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sampled forage fish species feeds exclusively on either BMI or PMI. The importance of BMI in
the diets was greater in Spring than in Fall, due to the lack of macrophytes at the time of the
Spring 1998 sampling.

For the second analysis, all of the data were aggregated to the taxonomic level of order.
The goal of this analysis was to estimate the relative importance of BMI and PMI in the diet by
comparing the relative abundance of each order in the BMI and PMI samples with its relative
abundance in the guts of the forage fish. The analysis was designed to take into consideration
both opportunistic feeding by the fish as well as possible specialization on certain invertebrate
orders.

(••"•V,

The first step in this analysis was to compute an expected order composition in the fish
diet from the PMI and BMI order composition, based on two assumptions. (1) The fish feed
opportunistically, so that the proportion that a given order comprises in the environment should
equal the proportion in the observed diet. (2) The fish accumulate a proportion of their carbon
from the PMI (fbiet,PMi) and from the BMI (1- foieLPMi)- Under these assumptions, the expected
diet was:

JDiet,i = J Diet,PMI J PMI,i + (1 ~ JDiet,PMI )jBMI,i (5-22)

where:

lDiet,i

fbiet,PMI

proportion of order i expected in the diet of the fish
proportion of PMI in the diet
average proportion of order i in all PMI or BMI samples
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Table 5-1. Diets of Fish in the Upper Hudson River.
Individual Taxa in the Diets Which are Unique to the BMI or PMI. Data Collected by Exponent (1998b, 1998c)

Pumpkinseed
BMI PMI

Spottail shiner
BMI PMI

Log perch
BMI PMI

Yellow perch
BMI PMI

Brown
bullhead

BMI PMI

Yellow
bullhead

BMI PMI

Redbreasted
sunfish

BMI PMI

. . • . V ' . . • . - • : ' v. Fall 1997 '> .;• . ,:,V • ; ' ' . : ' . • ' :" . ' '
Number of unique
taxa1

Percent of
individual items in
the guts that belong
to unique taxa

24

6.5

8

1.9

12

0.81

6

9.1

16

1.7

9

22.

7

1.1

7

9.8

5

2.9

4

1.7

3

2.4

4

1.9

3

13.

4

9.0

Spring 1998
Number of unique
taxa1

Percent of
individual items in
the guts that belong
to unique taxa

9

3.7

1

0.3

14

1.5

4

0.6

30

18.

5

2.2

6

12.

0

0.

'Entries represent the number of taxa that are found in the stomachs of the indicated fish species and are only found in either the BMI
or the PMI in all environmental samples collected in the Upper Hudson River.
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For example, if a fish species feeds opportunistically and solely from the BMI, and fDjet,pMi is set
to zero, then a graph of the order composition within the BMI vs. the order composition in the
diet should exhibit a positive correlation, with a slope equal to 1 : 1 and an intercept at zero. Thus,
the graphical comparison of the computed vs. the observed diets provides an indication of the
degree to which the fish feed opportunistically.

The second step involved optimizing the value of fDiet,PMi to obtain the best agreement
between computed and observed diet. The optimization was conducted by graphical comparison
of the computed diet with the observed gut contents for several values of fDist,pMi- This analysis
provided two types of information: what value of fDiet,PM? results in the best characterization of
actual diet (i.e., the best overall relationship between observed and expected diet), and what
orders are preferred (consistently above the 1:1 line) or avoided or unavailable (consistently
below the 1:1 line). For this analysis, orders that were absent from either environmental samples
or the stomach contents were placed on the appropriate axis, at an arbitrary value of 0.0001.

( Data sufficient to perform this analysis were available for pumpkinseed, spottail shiner and
brown bullhead.

The diet of the pumpkinseed appeared to be opportunistic: in general, those orders that
were more common in the environment were more common in the diet (Figure 5-11). One order,
tubificid oligochaetes, was underrepresented in the guts of pumpkinseed relative to their
abundance in both the PMI and BMI. This could have been due to a tendency to avoid tubificids,
tubificids' ability to avoid predation, or to a sampling bias; oligochaetes are generally difficult to
observe in gut samples. Without tubificids (the value indicated by the open square in Figure 5-
11), the best overall relationship between computed and observed diets was observed for a mix
of sediment- and water column-based invertebrates ranging between 25 and 75% of each. Thus,
these results indicate that the pumpkinseed are opportunistic feeders and consume a mix that is
likely to contain between 25 and 75% PMI. This information was used to constrain model
calibration.

Cladocera appeared to be relatively abundant in the diet of the brown bullhead,
comprising 12% overall, but were uniformly low in abundance in both PMI and BMI (Figure 5-
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12). Cladocera are generally present in the water column, and therefore were likely to have been
missed in both samplings. This suggests that the brown bullhead consumes some food from the
water column. Without Cladocera (the value indicated by the open square in Figure 5-12), the
values for six of the invertebrate orders lie within a few percent of the 1:1 line if the diet is
assumed to be composed only of BMI, whereas values are generally below the 1:1 line if PMI
contribute to the diet. This suggests that brown bullhead prefer BMI. The proportion PMI in its
diet cannot be estimated from these data. Therefore, the diet of the brown bullhead in the model
was determined by calibration and was also considered in the uncertainty analysis.

Cladocera were also consistently over-represented in the diet of the spottail shiner
compared with their abundance in the PMI and BMI samples, while tubificids and
mesogastropods (limpets) were consistently underrepresented (Figure 5-13). The apparent
preference for Cladocera and the relative lack of tubificids hi the diet suggest a preference for
water column-based invertebrates. To explore the opportunistic the component of the spottail
shiner diet, the analysis was repeated without these three groups (values indicated by open
squares in Figure 5-13). Without these groups, the spottail shiner appeared to consume relatively
more PMI than pumpkinseed: the relationship that shows the least bias with respect to the 1:1
line is observed with 100% PMI. However, the uncertainty associated with this relationship is
relatively large. Thus, based upon the observed preference for Cladocera, the relative lack of
oligochaetes in the diet, and the relationship between observed and expected diets, the spottail
shiner is likely to be consuming relativel* more PMI than BMI.

The conclusion that PMI are relatively more important in the diet of the spottail shiner
than in the diets of the pumpkinseed and brown bullhead is consistent with the observation that
the average Cl/BP value is greater in spottail shiner (Figure 5-6). However, the difference is
likely to be small, based upon two lines of evidence. First, total PCB levels measured in
pumpkinseed and spottail shiner in 1993 were similar (see previous discussion). Second, the
evidence based upon the analysis of taxa unique to the BMI and PMI was equivocal. Based on
the number of unique taxa in the diet, spottail shiner did not appear to consume relatively more
PMI than BMI. In addition, the Spring 1998 data did not show a striking difference between
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^^ brown bullhead and spottail shiner. This suggests that the spottail shiner preference for PMI is
not a strong preference.

Three potential refinements to the food web analysis were explored. First, some orders of
invertebrates, for example Diptera, include both species that are found primarily in the PMI and
species that are found primarily in the BMI. Important information regarding the feeding
locations of individual species was lost in the analysis performed at the level of order.
Therefore, the analysis was repeated at the taxonomic level of genus. For all three species of
TL3 fish, there was greater scatter in the graphical relationship between the expected and
observed diets, and correlations were either not evident or were not as clear as in the analyses
performed at the level of order (results not shown). Thus, the biological refinement provided by
performing the analysis at a lower taxonomic level was overwhelmed by the additional statistical
uncertainty probably due to smaller sample sizes for each genus. As a result, the genus-based
analysis did not provide additional information regarding the dietary preferences of these fish.

f N. These analyses were repeated for each habitat type, that is, each macrophyte species, as
well as for each sampling location (Vallisneria habitat only). The results exhibited a great deal
of scatter, and correlations were generally not evident. Thus, these analyses did not provide
additional information regarding the dietary preferences of the fish.

In conclusion, the TL3 community consists of generalized, opportunistic species.
Pumpkinseed and brown bullhead are representative of the TL3 community both in total PCB
level and PCB composition. There are fish that consume relatively greater proportions of
sediment or water column carbon and PCBs than brown bullhead and pumpkinseed, but the
differences are small. Pumpkinseed likely consumes between 25 and 75% PMI, and brown
bullhead consumes somewhat greater percentage of BMI.

Finally, fish predation is size-dependent; larger largemouth bass consume larger prey fish
(Lewis et al 1974, Hamilton and Powles 1983, Keast 1985). In addition, the shape of the prey
affects the preference of the predator (Hambright 1991). In the model, older age classes of

jî S**"̂  ___

largemouth bass consume progressively greater proportions of older forage fish. The age classes
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of TL3 fish consumed by model TL4 fish are based upon Hambright (1991; Table 5-2). Note
that we do not assert that older largemouth bass consume age 3 and 4 brown bullhead, only that
brown bullhead of this age range are representative of largemouth bass prey with a more benthic
tie.

Table 5-2. Age-Specific Predation by Largemouth Bass on Pumpkinseed and Brown Bullhead

Largemouth Bass

Age

1
2
3
4
5
6
7
8
9
10

Weight Range
(g)
1-35

35-171
171-330
330-509
509-813
813-1050
1050-1270
1270-1525
1525-1775
1775-2100

Largemouth Bass

Age

1
2
3
4
5
6
7
8
9
10

Weight Range
(g)

1-35
35-171
171-330
330-509
509-813
813-1050
1050-1270
1270-1525
1525-1775
1775-2100

PMI

0.25

PMI

0.25

BMI

0.25

BMI

0.25

Pumpkinseed
• . . ' . . -- ' • ' ." Age : . : . . - / . - . . - • ; '

I 2 ' • :3'v:'- • : : - 4 : . •:•- ' ':5 ' 6
Weight range (g)

1-20
0.50
1.00
1.00
1.00
0.60
0.40
0.20

20-30

0.40
0.40
0.60
0.50
0.40
0.30

30-76

0.20
0.20
0.50
0.60
0.65

76-144

0.05

144-190 190-220

Brown Bullhead
Age

1 2 3 4 5 6
Weight range (g)

1-14
0.50
1.00
0.60
0.50
0.30
0.25
0.10

14-77

0.40
0.50
0.70
0.70
0.70
0.70
0.50
0.30

77-201

0.05
0.20
0.30
0.50
0.65

201-322

0.05

322-417 417-506

•tote: The values for pumpkinseed and brown bullhead in this table represent the proportion of each in the largemouth
>ass diet assuming each species constitutes all of the fish prey. If, for example, brown bullhead and pumpkinseed are
consumed in equal proportions, then the proportions given in this table were multiplied by 0.5 (except for the
invertebrates). Thus, age 1 largemouth bass would consume 25% PMI, 25% BMI, 25% pumpkinseed and 25% brown
mllhead.
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5.2.1.3 Invertebrates (Trophic Level 2)

The invertebrate fauna of the Upper Hudson River includes species that inhabit the
sediment bed (e.g. oligochaetes and several species of chironomid larvae), species that live on
the surfaces of macrophytes (e.g. Rheotanytarsus sp.; Exponent 1998a,b,c), and species that feed
within the water column (e.g. Cladocera). Two types of studies of the invertebrate fauna have
been conducted: surveys using multiplate samplers and direct surveys of the benthic and
macrophyte-associated invertebrates.

Multiplate samplers consist of a stack of small hardboard plates separated by spacers and
held together with an aluminum turnbuckle. They are suspended in the water column for several
weeks. After removal from the river, the biologic?! community that colonized the plates is
analyzed for species composition. In the Upper Hudson River, PCB concentrations have been
measured in material scraped from multiplate samplers. In the multiplate studies conducted on
the Upper Hudson River, the most abundant t?xa were chironomids and oligochaetes (Simpson
1976, Hetling et al 1978, Novak et al. 1988, Bode 1979).

There have been three studies in which the invertebrate fauna of the Upper Hudson River
has been sampled directly. Law Environmental sampled the benthic fauna with a Petite Ponar
sampler at three sites in TIP and at one site in the river reach above the TIP in November, 1990
(Law Environmental 1991). Samples were dominated by oligochaetes (38% by numbers) and
chironomids (23%).

Feldman (1992) sampled BMI as well as PMI in the TIP. Chironomids dominated both
BMI and PMI. Cladocera, gastropods, amphipods and caddisflies were also important
components of the PMI. Oligochaetes were rare in the PMI and constituted up to 15% of the
BMI.

Exponent (1998a,b,c) sampled both BMI and PMI in surveys conducted at two locations
in the TIP and one in the Stillwater Pool. The most common taxa were Diptera (40% of all
sampled organisms, composed of 99% chironomids), followed by snails, limpets, mayflies and
oligochaetes (Figure 5-14).
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Thus, the invertebrate fauna of the Upper Hudson River is typical of temperate-zone
freshwater ecosystems, being dominated by chironomids. Chironomids are the larvae of small
flies called midges. They have a variety of feeding habits and are likely to consume either
particles derived from the water column or particles from the surface of the sediment bed. Their
diet can include living organisms such as algae, bacteria and higher plants (Pennak 1978).

Chironomid larvae are known to be an important resource for maintaining fish
populations in general (Pennak 1978) and this is borne out in samples of fish guts from the
Upper Hudson River. Exponent (1998a,b) found that chironomids comprised 32% of the total
number of individual prey items identified in the stomachs of fish from the Upper Hudson River.
Cladocera comprised 34%, and all other orders comprised less than 8% each. Oligochaetes were
less than 0.1% of the total. Chironomids were present in 79% of the 709 fish stomachs that were
analyzed, Cladocera in 61%, and oligochaetes in less than 2%.

Oligochaetes are also common in the benthos, but are relatively unimportant components
of fish diets. They are close relatives of and ecologically similar to earthworms. Oligochaetes
burrow in sediments and consume the particles of the bed directly, extracting microbial biomass
and other organic material for nutrition. These worms mix the upper layer of the bed by their
movement and feeding activities.

Cladocera were usually (but not always) rare in BMI and PMI samples, which is to be
expected because they are generally found in the water column. However, they were relatively
common in fish stomachs and therefore probably represent a source of water column-based
PCBs to the food web.

For the purpose of quantifying PCB transfer, the invertebrates are distinguished by their
exposure source (water column vs. sediment) and their degree of bioaccumulation. In the model,
both BMI and PMI are represented. One type of invertebrate is modeled for each exposure route.
That is, one generic BMI organism and one generic PMI organism are represented. The model
BMI represents chironomids as well as other benthic species that are of less importance in the
diet of the fish, including oligochaetes. The model PMI represents chironomids, Cladocera and
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./*""*v- other species of invertebrates that accumulate PCBs from the water column. Individual taxa are
not modeled, primarily because of a lack of the data necessary to develop invertebrate models
that would significantly improve the accuracy of the overall model. The relative importance of
BMI and PMI in the diet of the forage fish is a calibration parameter, subject to the constraints
discussed in Section 5.2.1.2.

5.2.2 Bioavailable Depth within the Sediment Bed

Both the depth to which sediment mixing occurs as well as the degree of mixing within
the bed are important determinants of chemical fate and bioaccumulation. The depth of mixing
and the burial rate determine the speed with which natural recovery occurs. The degree of
mixing within the surface sediments determines the chemical concentration that is available near
the sediment/water interface, both for diffusion and resuspension into the water column as well
as for consumption by benthic invertebrates.

/*^
v Particle mixing is the result of both physical and biological processes. Cycles of

deposition and resuspension result in mixing near the sediment/water interface. The feeding
activity of invertebrates results in mixing at a greater depth.

The depth to which mixing occurs in the Upper Hudson River was estimated based upon
three lines of evidence:

Published natural history information. As described in Section 4.3.4, there is likely to be
some degree of mixing to a depth of five cm in the sediment bed. Most chironomids are
concentrated in the upper 2-4 cm of lake mud (Milbrink 1973, Ford 1962). Tubificids penetrated
lake muds to 15 cm, with maximum abundance from 2- 4 cm (Milbrink 1973). In a lake
sediment core! in which some degree of mixing was observed to 3 cm, the peak abundance of
oligochaetes occurred at 1-3 cm (Krezoski et al. 1978). In another core, some mixing was found
to 6 cm, but the depth of maximum abundance was 2-3 cm. Thus, most of the population of

\x-^ benthic organisms is found closer to the surface than the maximum depth of occurrence and the
depth to which mixing is observed (Milbrink 1973, McCall and Tevesz 1982).
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Use of dechlorination to fingerprint PCBs. Deeply buried PCBs are generally
dechlorinated in the Upper Hudson River, and the available data indicate that surface PCBs are
relatively undechlorinated. Because dechlorination is mediated by bacterial action in the
environment and does not occur to an appreciable degree within fish, the PCB composition of the
fish gives an indication of the dechlorination status of their exposure sources; fish exposed to
dechlorinated PCBs are enriched in lower chlorinated congeners relative to fish exposed to fresh
PCBs. This provides a marker that we use to estimate the bioavailable depth. Two analyses
were performed based upon this premise: an analysis of measured congener concentration ratios
vs. depth, and simulations using a homolog bioaccumulation model.

Ratios of selected congener concentrations provide a measure of dechlorination. For
example, congener 56 (233'4') is dechlorinated relatively rapidly, while congener 49 (242'5') is
dechlorinated to a much lesser degree. Both have similar KOW'S and therefore similar partitioning
and bioaccumulation properties. A ratio of the concentrations of the two congeners provides a
measure of dechlorination: a high value is characteristic of undechlorinated PCBs, and a low
value indicates dechlorination. The value of this ratio in sediments within the top 5 cm of the
sediment bed is high and similar to the value in Aroclor 1242 (Figure 5-15) and decreases with
depth. The value of this ratio is also relatively high in fish and similar to values observed in
sediments within 5 cm of the surface. This indicates that the fish are exposed to undechlorinated
sediments that originate within the top 5 cm of the bed.

PCB homolog model. The PCBs+ model was extended to model PCB homologs in the
three species of fish collected in the TIP in the late 1980s. The dietary compositions estimated
during the calibration of the total PCB model were used. The measured distribution of PCB
homologs in the fish was compared with distributions computed:by the model, based upon
exposure to three different homolog distributions in the sediments, representative of 0-2 cm, 0-5
cm and highly dechlorinated PCBs. The computed fish distributions matched the data best if the
fish were exposed to PCBs with a homolog distribution characteristic of 0-2 cm, suggesting that
the food web is exposed to sediments on the order of 2 crn deep, and probably not as deep as 5
cm. The development and results of the homolog models are discussed in Section 5.5.
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Summary. No direct estimates of mixing depth in rivers were found in the literature.
Based on the lake data, we have concluded that the benthic organisms may be capable of mixing
sediments to a depth of 6 - 9 cm, but are likely to be doing most of their feeding at a shallower
depth. In the fate model, vertical mixing occurs to 5 cm. The depth to which BMI feed was
estimated to be 2 cm, based upon the natural history information and the results of the homolog
model described in Section 5.5.

5.2.3 Bioaccumulation Factors for the Base of the Food Web

Benthic Invertebrates

The model computes food consumption by fish on an energy basis (in units of kJ/g(w)-
day). This permits the model to account for differences in energy density among prey and
predators. Therefore, an energy-based BSAF was computed from the USEPA benthic
invertebrate data collected in 1993 (in units of [ug/U] / [ ug/gOC]). The energy-based BSAF is
equal to:

( f }BSAFe = BSAF] -*±- (5-23)
3lA<mJ

where:
BSAFg = energy-based BSAF (gOC/kJ)
BSAF = lipid-based BSAF (gOC/glipid)
Ajnv = energy density of the invertebrate sample (kJ/g(w))

BSAF iwas estimated using data collected by the USEPA in the Upper Hudson River
(USEPA 1998). At each of four stations in the Upper Hudson River, the USEPA measured PCB
levels in several samples of benthic invertebrates and in several nearby sediment samples. BSAF
values for each station were calculated using the average of all invertebrate samples and the
average of all sediment samples collected at the station. The reported "unsorted total" value was
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used, representing the average PCB concentration and lipid content of all organisms in a sample
(Limno-Tech, Inc. et al. 1996). The average BSAF for total PCBs was 1.4 gOC/glipid. This
value is similar to the average value of 1.5 calculated by Tracey and Hansen (1996). The
average BSAF computed for PCBs+ based upon the EPA data, 1.55, was used in the model.

The inverse of the term in parentheses in Equation 5-23 is equal to (see Equation 5-20):

-&- = 19.42 + 20.08 ^ (5-24)
ft \fi)

>-x . <

Thus, the lipid content of the invertebrate prey on a dry weight basis (fL/fo, in units of
glipid/gdry) is required. This was estimated in several species of invertebrates (Herbreteau e««/.
1994, Nalepa et al. 1993, Wilcock et al. 1993, Oliver 1984, Klump 1987, Swindoll and

s

Applehans 1987, Leversee et al. 1982, Gerould et al. 1983, van de Guchte et al. 1988). From
these data, average energy density were computed for four major groups: Crustacea, chironomids,
molluscs, and annelids. These averages were weighted according to the overall contribution of j
each group to the diets of all fish sampled by Exponent (1998b), and an average energy density
of the invertebrate prey of TL3 fish was computed (190 kJ/g lipid). Thus, BSAFe equals (1.55 j
gOC/glipid) / (190 kJ/g lipid) = 0.0082 gOC/kJ.

Water Column Invertebrates

Water column invertebrates accumulate their PCBs from particles associated with plant ,
surfaces and particles in the water. Thus, they are at the same trophic level as the BMI, which
accumulate their PCBs from sediment particles. In addition, the composition of the invertebrate
fauna is generally similar in the PMI and BMI. For example, 87% of all organisms sampled by
Exponent (1998b) belonged to taxa that were found in both the PMI and the BMI.

However, the PCBs associated with water column particles are likely to be more
bioavailable than the PCBs associated with sediments, for two reasons. First, PCBs on water
column particles are probably more bioavailable than PCBs on sediment particles. Water
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/*****" column particles probably include a significant proportion of biological material, based on the
observation of average carbon contents of 15 to 30% during flows less than or equal to the
annual average (see Section 4). For comparison, phytoplankton contain an average of 40%
carbon on a dry weight basis, and sediment bed particulates generally contain 1 to 5% carbon.
The paniculate carbon in the water column is not likely to have originated in the local
contaminated sediments of the Upper Hudson River, based on the difference in foe and the
general lack of resuspension during most of the growing season. Therefore, sorption of the
PCBs to water column particulates is likely to have occurred relatively recently and within the
water column. Similarly, the material consumed by invertebrates feeding on macrophyte
surfaces probably includes a high proportion of periphyton, which is live biological material.
PCBs found in periphyton must also have sorbed recently, certainly within the current growing
season. In contrast, the PCBs present on sediment particles are likely to have been in contact
with those sediments for longer periods of time.

Bioavailability declines as the sediment/PCB contact time increases (Landrum 1989).
/""—N This suggests that the recently sorbed PCBs on water column particles should be more

bioavailable than the aged PCBs on sediment particles.

Second, biological carbon is likely to be more digestible, or bioavailable, than aged
carbon on sediment particles. Aged carbon contains a relatively high proportion of high
molecular weight humic materials, which are not readily digestible. Greater bioavailability of
carbon results in greater bioavailability of the associated PCBs, because digestion of the carbon
liberates PCBs.

The accumulation factor from water column particles to PMI was determined based upon
PCB measurements in phytoplankton and zooplankton conducted in Green Bay as part of the
Green Bay Mass Balance Study (Connolly et al. 1992, HydroQual 1995b). This data set includes
a large number of pairs of phytoplankton and zooplankton samples collected over much of the
year, providing what is probably the most extensive set of measured water column invertebrate
accumulation factors available. For each sampling, phytoplankton and zooplankton samples

-/—x were collected in the same bottle. Average trophic transfer factors ([p.g PCB/g lipid]/[|j.g PCB/g
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organic carbon]) for each congener in Green Bay ranged from 2 to 4. A value of 3 was used in
the model. This is two tunes the trophic transfer factor used for the benthos.

5.2.4 Species Bioenergetics

Growth

The species-specific relationships between age and weight were estimated using fish
collected from the Upper Hudson River in November, 1990 (Law Environmental 1991). Fish
were collected from nine reaches upstream of the Troy Dam by electrofishing from a boat. For
every fish, weight, length, and the number and radius of annual growth rings on scales were
measured. PCB levels were measured in a subset of these fish.

Age-specific weights were calculated in two ways. First, the weights of individual fish
were plotted against the ages of the fish. These weights were measured in November, which was

after the 1990 growing season, but before the formation of the scale annulus, which is generally
in early Spring (Crawford et al. 1989). Thus, for example, a fish that has lived through two
growing seasons would have one annulus. Therefore, the age of each fish was equal to the
number of scale annuli+1. This provided a weight/age relationship for all ages of largemouth
bass and pumpkinseed and all ages of brown bullhead except young-of-the-year and yearlings
(symbols in Figure 5-16). The weight values used in the model were determined by smoothing
these data visually (represented by the lines in Figure 5-16).

The direct measurements of the weight/age relationship for brown bullhead were
supplemented with back-calculated weights based upon measurements of spine annuli. Based on
a comparison of back-calculated weights .ind directly measured weights for ages 3 through 7, the
back-calculated weights for young-of-the-year and yearlings were used in the model. First, the
relationship between fish age and length was determined by back-calculation. This method is
based on the observation that the width of each annual growth ring on a spine is proportional to
the annual change in length of the fish (Jearld 1983). The total length of each fish at each age
was given by:
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(5-25)

where:
LT.J = total length of the fish at age i, back-calculated (mm)
LT = total length of the fish (mm)
RS = radius of the spine (mm)
Rs,i = radius of annulus i of the spine (mm)

The relationship between age and mean length in brown bullhead determined by back-calculation
is presented in Figure 5-17a.

Next, the relationship between fish length and wet weight was determined using all
brown bullhead collected by Law Environmental (1991; Figure 5-17b). Finally, mean wet weight
at each age was calculated from the age-length and the length-weight relationships (open
symbols in Figure 5-17c). Figure 5-17c also includes the average weights measured in fish of
each age (from Figure 5-16, filled symbols), as well as the values used in the model (represented
by the line).

The values in Figures 5-16 and 5-17 represent the weights at the end of each year's
growing season, which are also the weights at the beginning of the following year's growing
season. The weights at the start of the first year of life were arbitrarily set to 1.0 g. The growth
rate for each age class was calculated by integrating Equation 5-17, using the appropriate
beginning and ending weight values. In the model, each year's growth occurs between mid-May
and the end of September, when water temperatures are above 10°C in the Upper Hudson River
(Adams et al. 1982, Carline 1987).
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Respiration

Species-specific measurements of standard, or quiescent, metabolism were available for
all three model species. The rate of standard respiration by largemouth bass was based on a
study by Beamish (1970) and an associated bioenergetics model (Rice 1981). This bioenergetics
model was tested against field data by Rice and Cochran (1984), who found that predicted and
measured cumulative food consumption agreed well. The rate of respiration by pumpkinseed
was studied experimentally by Evans (1984), Burns (1975) and Brett and Sutherland (1965).
Evans (1984) performed separate experiments to determine weight and temperature relationships
with respiration, and these were combined mathematically in the present study to yield parameter
estimates for the food chain bioaccumulation model. He found that the results of the previous
investigators were similar to his results. Respiration rates in brown bullhead were estimated
based upon the laboratory studies of Beamish (1964) and Saunders (1962).

Active metabolism is greater than standard metabolism (Peters 1989). In the
pumpkinseed, routine metabolism, defined as metabolism during normal activity, was found to
equal approximately 1.16 times the standard metabolism (Evans 1984). This is similar to the
value estimated by Rice (1981) for the largemouth bass, 1.10. These values were used in the
model. No direct estimates of the relationship between standard and active metabolism were
found for the brown bullhead. Therefore, the average of the other two values, 1.13, was used.
Parameters of the bioenergetics component of the model are given in Table 5-3.

Apparent specific dynamic activity is equal to approximately 15% of the total food
consumption (Beamish 1974). Therefore, the sum of growth and respiration was multiplied by
1.15 to give total food consumption.

The efficiency with which food energy is assimilated (ap in Equation 5-10) was set equal

to 0.8 (Beamish 1974). Note that the ratio of ac/«F is required by the model (see section 5.2.5).
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Table 5-3. Bioenergetic Parameters for Fish

Largemouth Bass
Pumpkinseed
Brown bullhead

P
0.113
0.022
0.034

y

-0.355
-0.269
-0.075

P

0.0313
0.0589
0.0834

Activity
Multiplier

1.10
1.16
1.13

Lipid content

In the model, the lipid content of each fish species varied year to year. Values were
calculated directly from the NYSDEC data set (Figures 5-18 and 5-19). The greatest variation
was observed in the largemouth bass; annual average lipid contents ranged over approximately
one order of magnitude during the calibration period. Due 10 the effect of lipid content on the
rate of loss of PCBs across the gill surface, this variation had a significant impact on PCB levels
in the fish (based on model results not shown).

No yearling pumpkinseeds were collected in 1991 or 1992. Average lipid contents
measured in 1991 in older pumpkinseeds in Stillwater and Thompson Island Pool were 0.58 and
0.72%, respectively, considerably lower than values measured in yearlings in the 1980s and early
1990s. These data, along with the corroborating low values measured in largemouth bass and
brown bullhead, were used to estimate lipid contents for yearling pumpkinseed in 1991.

5.2.5 Toxicokinetics

Gut transfer

The fraction of ingested contaminant that is transferred across the gut wall and into the
animal is termed the assimilation efficiency (ac in Equation 5-3). A compilation of experimental
estimates of assimilation efficiency of various PCB congeners has shown that values ranges from
about 0.1 to 1 (Connolly et al. 1992, Parkerton 1993). To examine these data, multiple values from
individual studies were averaged to give all studies equal weight; the data were then grouped into
half log unit KOW bins (eg., 4.25 to 4.75) and displayed as box plots (Figure 5-20). Congeners with
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log (Kow) values below 6.75 (generally mono- to pentachlorobiphenyl) have similar assimilation
efficiencies, although a slight decline with increasing KOW is evident. Median values range between
0.75 and 0.85. As log (Kow) increases beyond 6.75 a more dramatic decline occurs.

The differences in assimilation efficiency among studies reflect various factors including
measurement error, residence time in the gut, digestibility of the portion of the ingested prey that
contains most of the contaminant (for hydrophobic organic chemicals this is fat tissue) and the
physical-chemical mechanisms responsible for moving the chemical across the gut wall. Of the
biological and chemical factors, the digestibility of the prey appears to have the greatest impact.
Studies indicate that the assimilation efficiency of hydrophobic contaminants is closely linked to
dietary assimilation of lipids (Van Veld 1990). This is supported by experimental studies with
metals and radionuclides which indicate a direct correspondence between the uptake of contaminant
by zooplankton and the fraction in the digestible component of the algal diet (Reinfelder and Fisher
1991). The median assimilation efficiencies presented in Figure 5-20 (0.75 to 0.85 up to log (Kow)
6.5) are similar to the food assimilation efficiency of 0.8 measured in largemouth bass by Beamish
(1974). In addition, previous modeling studies have suggested that assimilation efficiency of
hydrophobic organics with log (KoW) values below about 6 to 6.5 is similar to that of food energy
and is perhaps equal. Based on the above information, we have maintained equality between
contaminant and food assimilation efficiency for PCBs+. Note that the model requires only the ratio
of these coefficients and not their absolute values. Substituting Equation 5-21 into the second term
in Equation 5-3, which represents the dose of contaminant received by the fish from its prey:

(5-26)

Gill Transfer

The rate of transfer of contaminants between blood and water across the gill epithelia is
determined from the transfer rate of oxygen and a ratio between the uptake efficiencies of
contaminant and oxygen (Equation 5-7). Based upon laboratory studies summarized in Figure 5-
21 (Connolly et al. 1992), the ratio of uptake efficiencies is approximately 1.0. This value is
used in the model.
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Computation of the elimination rate requires estimation of the lipid/blood partition

coefficient, TCLB- KOW is used as an estimate of ULB in the model, resulting in an inverse

relationship between log (K<,w) and log (elimination rate), as found by Erickson and McKim
(1990). In Equation 5-16, fB « TCLBfL- Therefore, the average elimination rate for total PCBs is
approximately equal to:

- (5-27)
V JL Jc=l ^OW,c

where:
fc = weight fraction that congener c comprises in fish
KOW.C = octanol/water partition coefficient for congener c

Thus, estimation of the total PCB elimination rate requires the harmonic mean KOW. This was
calculated using the congener composition of all fish collected from Stillwater to the Route 197
Bridge at Rogers Island from 1990 to 1996, along with the congener-specific KOW values reported
by Hawker and Cornell (1988). The resulting Log (KoW) value was 5.81.

The mass proportion of blood in the body (fa) is set equal to 0.05. Uncertainty in this
value has no significant impact on model calculations, because f^ « TiLBfl (Equation 5-16).

The factor that accounts for the reduction in elimination rates due to the slow transfer
from storage tissues (CR) was estimated as follows. A value of 0.25 was found to be necessary
for calibration of a PCB bioaccumulation model for the pelagic food web of Green Bay,
Wisconsin (Connolly et al. 1992, HydroQual 1995b). The results of the Green Bay PCB model
compared favorably with data over a spatial gradient of total PCB concentrations measured in
five species offish, for PCB congeners with log (Kow) values ranging from 5.0 to 7.5. This value
represented the best estimate prior to calibration of the Upper Hudson River model. Because the
experimental data is insufficient to estimate a value for CR, it was treated as a calibration
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parameter, and the sensitivity of model results to variation in the value of CR around the best
estimate of 0.25 was explored.

5.3 CALIBRATIONSALIDATION STRATEGY

5.3.1 Overall Approach

Model simulations were performed for pumpkinseed, brown bullhead and largemouth
bass at Stillwater and in the TIP for the period from May 1, 1977 to December 8, 1998. Model
results were presented for the period from 1980 to 1998, because the uncertainty associated with
the data in the late 1970s, including the initial conditions, increased the uncertainty of the
simulations before this time. Total PCB concentrations measured in fish on an Aroclor basis
(NYSDEC 1998) were compared with model results that were computed based upon PCB3+
exposure concentrations in sediments and water. This leads to a bias of less than 5% in model
results, because mono- and dichlorobiphenyl comprise less than 5% of total PCBs in fish from
the Upper Hudson River.

Model results and data collected by NYSDEC (1998) were compared on an age-specific
basis, based on the age/weight relationships developed by Law Environmental (1991). Brown
bullhead and largemouth bass were primarily age 4 and older, and pumpkinseed were primarily
young-of-the-year and yearlings.

Calibration of the models involved adjusting the elimination resistance factor, CR, starting
with the initial best estimate of 0.25. This affects all 3 species. In addition, calibration of the
pumpkinseed and brown bullhead models involved adjusting the mix of PMI and BMI in the diet
(subject to consistency with the dietary composition data discussed in Section 5.2.1.2).
Calibration of the largemouth bass model involved adjusting the proportions of pumpkinseed and
brown bullhead in its diet.
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s~*^. 5.3.2 Exposure Concentrations

The food web was exposed to PCBs in the cohesive sediments. Exponent (1998d)
surveyed the vegetation of the Thompson Island Pool and found that of 587 locations in which
vegetation was found, fine sediments were observed in 543 (93%), sand in 124 (21%), gravel in
95 (16%), cobble in 60 (10%), wood in 37 (6%), and rock in 6 (1%). Thus, vegetation is
associated with fine sediments, and therefore the PCB concentrations in cohesive sediments
computed by the fate model were used to represent the sediment exposure levels for the benthic
component of the food web.

The food web was exposed to PCBs within the top 2 cm of the sediment bed, based upon
the analyses presented in Section 5.2.2 and the result of tar homolog model (Section 5.5).

The extent to which fish move within each dammed reach is not known. To explore the
degree to which exposure levels may vary within each reach, total PCB concentrations in
largemouth bass, pumpkinseed, brown bullhead and yellow bullhead were collected by Exponent
in September, 1997 in two locations within Thompson Island Pool, near Griffin Island ("GI")
and just north of Snook Kill ("NTIP"). For comparison, NYSDEC monitoring program in the
Thompson Island Pool involved collections in Spring near Griffin Island exclusively. Average
concentrations measured in largemouth bass, pumpkinseed and yellow bullhead in the two
locations were statistically indistinguishable (Figure 5-22; Student's t-test, P>0.05), suggesting
that these species either move throughout the pool on a regular basis or are local but are exposed
to similar PCB concentrations. Based on this analysis, the model largemouth bass is exposed to
forage fish that are in rum exposed to pool-wide average concentrations. In contrast, levels in
brown bullhead were significantly greater at GI than at NTIP (Student's t-test, PO.01; samples
sizes 9 at GI and 15 at NTIP). Therefore, it is possible that subpopulations of brown bullhead
experience differing local exposure levels. The possibility of locally exposed subpopulations is
considered when interpreting the calibration results.

Vy*—v Because the sediment and water column exposure levels used in the bioaccumulation
model were determined by the fate model, inaccuracy in the fate model calibration affects the

QEA, L L C 5 ^ 4 1 M a y 1999

314046



Volume 2

bioaccumulation model calibration. The most apparent inaccuracy in the fate model was an
over-estimate of the water column PCB concentration in the mid-1980s (Figure 5-23). To
correct this inaccuracy, PCB3+ concentrations computed by the fate model at both Thompson
Island Pool and Stillwater from 1984 through 1989 were divided by two. The resulting exposure
levels used in the bioaccumulation model are presented in Figure 5-23.

5.3.3 Fish Data

The model was calibrated using total PCB concentrations measured hi largemouth bass,
pumpkinseed and brown bullhead, at Thompson Island Pool and Stillwater, that were collected
as part of NYSDEC monitoring program (Figures 5-24 through 5-27). Adult largemouth bass and
brown bullhead samples were collected in Spring, while small pumpkinseed were collected in
late Summer or early Fall. The data from the later 1970s and early 1980s were corrected
following Butcher et al. (1997). These data are compared with re-analyses of DEC samples and
additional samplings conducted by GE in 1997. Only years with more than 2 samples per
species and location are presented. This affects data collected hi the 1970s, as well as 2
largemouth bass collected in Thompson Island Pool in 1983. Data collected since 1980 are
compared with model results.

Trends differ on lipid and wet weight bases (Figures 5-24 through 5-27). In addition, total
PCB levels are generally correlated with lipid content (Figure 5-28), which means that with
similar exposure levels, fatter fish tend to have more PCBs. Trend analysis must separate out
variation in lipid content from changes in exposure level. Lipid-normalized data better reflect
trends in exposure than do wet weight-based data. For example, while lipid-based levels hi
largemouth bass from Stillwater declined from the late 1970s to the late 1990s, consistent with
trends in pumpkinseed and brown bullhead, the wet weight-based levels increased and decreased
during this period in a manner that followed the changes in lipid content (compare Figures 5-24,
5-25 and 5-18).

However, even the lipid-based trends may not represent changes in exposure completely
accurately if fish lipid contents change dramatically and rapidly. The gill elimination rate is
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'/̂ ***s controlled by the lipid content (Equation 5-16). Elimination can track gradual changes in lipid
content, and consequently, lipid-based PCB levels do not vary with gradual changes in lipid
content; a good example is the largemouth bass at Stillwater in the 1980s. On the other hand,
PCBs in adult fish have long half-lives (de Boer et al. 1994, Lieb et al. 1974, O'Connor and
Pizza 1987, Sijm et al. 1992), which means that the excretion rate cannot track sudden large
changes in lipid content. Such sudden changes can lead to changes in the lipid-based
contaminant concentration, even hi the absence of variation in exposure level (for example, Lieb
et al. 1974). The bioaccumulation model provides the best way to fully evaluate the trends in fish
PCB levels, because it accounts in a dynamic, mechanistic fashion for changes in both exposure
and lipid content. Nonetheless, an evaluation of the data that is independent of the model is
essential.

For the most part, changes in lipid content in the Upper Hudson River fish were relatively
gradual (Figures 5-18 and 5-19). Therefore, while it may not provide a perfect representation of
changes in exposure level, especially in the largemouth bass, the evaluation of long-term trends

f is best performed on a lipid basis. For the rest of this discussion, trends in exposure levels are
explored on a lipid basis. Model calibration results are compared with both wet weight- and
lipid-normalized data.

PCB concentrations in fish from both Stillwater and Thompson Island Pool have been
declining since the late 1970s (Figures 5-24 through 5-27). The rate of decline has not been
constant, but a consistent pattern emerges from the data (Figure 5-24, 5-26): a relatively rapid
decline from the late 1970s to the early 1980s, followed by a slower rate from approximately
1982 to 1993/5, and then by a return to the more rapid rates of the late 1970s since 1993/5. The
patterns in each species at each location are discussed next.

Still-water

Lipid-based total PCB concentrations in largemouth bass declined in phases from the late
,1̂ ^ 1970s to 1997 (Figure 5-24). A relatively rapid decline was observed between 1977 and 1982

(0.36 per year, equivalent to a half-life of 1.9 years). A slower decline was observed between
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1982 and 1994 (0.050 per year, half-life = 15 years). The data collected since 1995 appear to
exhibit a more rapid rate of decline is now more rapid than in the 1980s and early 1990s (0.19
per year, half-life =3.6 years). These trends suggest that there has been more than one
mechanism controlling PCB fate in the Upper Hudson River in the last 20 years, possibly
involving ongoing PCB sources to the river from the early 1980s to the mid-1990s.

Total PCB levels in pumpkinseed also exhibit three phases: levels declined relatively
rapidly from 1979 to 1982 (Figure 5-24; 0.45 per year, half-life =1.5 years) and again from 1995
to 1997 (0.76 per year, half-life =0.92 years). Levels declined at a considerably slower rate
between 1982 and 1995 (0.023 per year, half-life =30 years).

The three-phase pattern is also evident in the brown bullhead data: .relatively rapid
declines from 1977 to 1982 (0.34 per year, half-life =2.1 years) and from 1993 to 1997 (0.16 per
year, half-life =4.5 years), with a relatively slow decline from 1982 to 1993 (0.06 per year, half-
life =12 years). An alternative interpretation is that concentrations declined between 1986 and
1991, rose hi 1992, and then declined thereafter. The increase from 1991 to 1992 would be
contemporaneous with the Alien Mill event and similar to the trends observed in Thompson
Island Pool brown bullhead (Figure 5-26).

The high average brown bullhead level with large error bars measured by Exponent in
1997 (Figure 5-24) consists of three samples, one of which contained an uncharacteristically low
lipid content, lower than any other value in the Exponent brown bullhead data set (0.3%). In
comparison, the wet weight-based values are consistent with NYSDEC data (Figure 5-25). This
value was removed from the annual average in subsequent analyses.

Thompson Island Pool

The Thompson Island Pool pumpkinseed exhibit no clear trend between 1988 and 1991
(Figure 5-26). Levels declined in 1994-1997, as in Stillwater, with a rate of 0.37 per year (half-
life^ .9 years). Levels in brown bullhead declined consistently from 1986 to 1991 with a rate of
0.15 per year (Figure 5-26; half-life = 4.7 years). The average concentration then increased
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/"*"""*• approximately 3-fold from 1991 to 1992. Brown bullhead is sampled in Spring, so the 1992
sampling was the first after the Alien Mill event. Levels again declined from 1992 to 1997 with
a rate of 0.30 per year (half-life=2.3 years). PCB levels in the largemouth bass in the Thompson
Island Pool in the 1980s declined from 1984 through 1988 (Figure 5-26; 0.11 per year, half-life=
6.2 years). Levels then increased in 1990, remained high through 1993, and declined from 1994
to 1997 (0.29 per year, half-life= 2.4 years).

There are two aspects of the largemouth bass data that are not consistent with PCB
measurements in other species and in water. First, lipid-based levels in Thompson Island Pool
largemouth bass increased 85% from 1988 to 1950. In contrast, there is considerable evidence
that the average exposure levels did not change dramatically over this period: such increases
were not observed in brown bullhead, pumpkinseed or water column PCB levels. In addition,
the increase in 1990 occurred considerably before the Alien Mill event. Second, the wet weight-
based 1993 average is considerably greater than both the 1992 and 1994 values (Figure 5-27),
and the decline from 1993 to 1994 is inconsistent with our understanding of PCB uptake and loss

j^MMe^,t

f rates (Figures 5-26 and 5-27). Lipid-based levels in brown bullhead and pumpkinseed declined
20 to 30%, while levels in the largemouth bass declined to a greater degree, 40%. Such a rapid
change in the largemouth bass might be possible if their exposure to PCBs declined to near zero
in 1994; however this was clearly not the case. Levels in a top predator should change at a
slower rate than levels in TL3 fish, because of the relatively long half-life of PCBs in large fish.

In addition, there is considerable uncertainty associated with the 1997 largemouth bass
values. GE reanalyzed several of the samples collected in Spring, 1997 by NYSDEC, and
Exponent sampled fish in the fall of that year (Figures 5-26 and 5-27). The average computed
from the GE re-analyses was very close to the average computed by NYSDEC, but both were
greater than the Exponent average and exhibited relatively large standard errors. These
characteristics of the data make recent trends unclear.

Therefore, the largemouth bass PCB data collected in the late 1980s and the 1990s were
: ̂ ^ explored in greater detail. Total PCB concentration (ng/g wet weight) is positively correlated

with percent lipid (Figure 5-28), but the scatter in the relationship varies considerably. In some
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years, for example 1988, there is a relatively tight relationship; in others, for example 1992, the
data are more scattered. In a few cases, almost all of the data are clustered, with one or two
points lying outside of the cluster. These points are indicated in Figure 5-28 with open squares.
The 1997 sample with a high PCB concentration (Figure 5-28) was reanalyzed by GE, and the
high concentration was verified. The five values indicated in Figure 5-28 (six with the GE
reanalysis of the high 1997 value) were excluded from calculations of population means in all
subsequent analyses, although the excluded values are presented individually on all figures.

Without these largemouth bass values, the 1993 wet weight-based average is now more
consistent with the other data collected in the 1990s (Figure 5-29). In addition, the 1997
NYSDEC/GE samples are now consistent with the Exponent data, and there appears to be a
continuous downward trend from 1993 to 1997. However, the increase from 1988 to 1990 is still
apparent. This is discussed further in the context of the model calibration.

In summary, the data suggest that the mechanisms controlling PCB fate and
bioaccumulation have changed over time. Based upon the half-lives computed from the log
regressions presented in Figures 5-24 through 5-27 and 5-29, relatively rapid declines were
observed from the late 1970s until 1982 and from 1993/5 to 1997 (Figure 5-30). Slower declines
were observed in the period between these years. One possible interpretation of these data is that
the natural rate of decline in the Upper Hudson River is characterized by the rates of change
observed in the late 1970s and mid-1990s. During the 1980s/early 1990s, the decline was slowed
due to ongoing PCB sources to the river.

The averages presented in Figures 5-24 through 5-27 are used to calibrate the
bioaccumulation model, except for the largemouth bass in Thompson Island Pool, for which the
data presented in Figure 5-29 are used.

5.4 CALIBRATION RESULTS

Based upon graphical comparisons of model results and data, the best calibration was
achieved with the following food web structure: pumpkinseed consumed 75% PMI and 25%
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BMI, yearling and older brown bullhead consumed 50% BMI and 50% PMI, and yearling and
older largemouth bass consumed 50% pumpkinseed and 50% brown bullhead (Figures 5-31
through 5-34). Based on the observation that young largemouth bass consume invertebrates
before becoming essentially completely piscivorous, young-of-the-year largemouth bass diets
consisted of 25% BMI and 25% PMI, in addition to 25% pumpkinseed and 25% brown bullhead
(Smith 1985).

Comparisons of computed and observed PCB concentrations in Stillwater fish are
presented in Figures 5-31 and 5-32. For all three species, the model reproduces the observed
temporal trends in fish PCB concentrations reasonably well on both lipid-normalized and wet-
weight bases. This is especially true for largemouth bass. The model exhibits the three phases of
decline observed in the lipid-based data: rapid until the early 1980s, slower to 1995, and more
rapid again after 1995. The model also captures the various rises and falls observed in the wet
weight data throughout the entire 18-year period. The model reproduces the trends in the
pumpkinseed data, and computed PCB concentrations are within 50 percent of the data. As in
the largemouth bass, PCB levels declined relatively rapidly in the early 1980s and mid-1990s
and slower in between. During the more rapid declines, the model exhibits year-to-year
discrepancies with respect to observed levels. This could be due to the relative sensitivity of
young fish to short-term (within-year) changes in their exposure and physiology, changes that
may not be simulated accurately by the model. Finally, the model captures the trends in the
brown bullhead. It under-estimates the average PCB levels in the mid- to late 1980s and over-
estimates levels observed in the 1990s, but remains within two standard errors of the wet weight-
based means throughout both periods.

Both model and data exhibit little or no trend hi the Thompson Island Pool pumpkinseed
during the late 1980s (Figure 5-33 and 5-34). Following a rise due to the Alien Mill event, the
computed levels decline through the mid-1990s. No yearling pumpkinseeds were collected in
1991 and 1992, so the immediate response to the Alien Mill event was not observed. Both
observed and computed levels declined from 1993 to 1997, although the rate of decline appears
to be somewhat slower in the model. As at Stillwater, the model sometimes over-estimates and
sometimes under-estimates each year's data.

QEA, L L C — — — — — — — — — — — — — — — — — — — 5 ^ 4 7 M a y 1999

314052



Volume 2

Both computed and observed brown bullhead concentrations decline during the late
1980s, rise in the early 1990s and then resume their decline. The computed values lie generally
within the error bars of the data. However, the precise timing of the changes in the trends is
different in model and data. Measured lipid-based values decline from 1986 to 1987, while
computed concentrations increase. Measured lipid-based values decrease to 1991 and then
increase from 1991 to 1992, while computed concentrations increase from 1990 to 1991 and then
decline. Both of these discrepancies occurred following relatively large declines in lipid content
(Figure 5-19). They may be caused in part by inaccurate descriptions in the model of the time
courses of these declines during the year.

Computed PCB concentrations in the Thompson Island Pool largemouth bass
reproduce the gradual downward trend observed in the 1980s, over-estimating the average
observed levels by 1 to 55% (Figures 5-33 and 5-34). Except for a temporary increase in 1991,
computed lipid-based levels continue to decline through 1997. The increase in the lipid-based
levels observed in 1990 is not reproduced by the model. The model matches the observed mean
in 1991 and then under-estimates the means observed in 1992 through 1995. By 1996 the
computed and observed values are again similar.

The under-estimation of the TIP largemouth bass levels in the early 1990s by the model
is not likely due to the under-estimation of the average overall exposure of the largemouth bass
population. This conclusion is based on the observation that the model results for the brown
bullhead and pumpkinseed are similar to the data during this period.

On the other hand, changes in the distribution of exposure levels among the individual
sampled largemouth bass may account for both the patterns in the data and the differences
between the model and the data. As discussed in Section 5.3.3, wet weight-based PCB
concentrations in fish are in general positively correlated with percent lipid (Figure 5-28), with
individual values scattered randomly about a central relationship. However, in some years, the
Hudson River largemouth bass data appear to cluster into distinct relationships. For example,
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most of the largemouth bass data collected in 1990 and 1993 appear to cluster about two
relationships (Figure 5-35; lines drawn by eye).

The observation of more than one cluster of individual values within a single year
suggests that the largemouth bass population may be segregated into sub-populations with
differing exposure levels. Such segregation could be caused by limited movement and
heterogeneous surface sediment concentrations. Between 1990 and 1995, the inclusion in the
data averages of sub-populations exposed to higher sediment PCB concentrations would explain
several observations: the increase in the average measured largemouth bass lipid-based levels
between 1990 and 1993 that is inconsistent with 'trends in TL3 fish and in water, the increases in
measured variability during this period (larger error bars on Figures 5-33 and 5-34), as well as
the under-estimation by the model. Similarly, the existence of brown bullhead sub-populations
may explain the concentration difference between the northern Thompson Island Pool and
Griffin Island samples that was observed by Exponent (Figure 5-22). It should be recognized
that while this hypothesis provides a plausible explanation of the patterns in the data and the
model results, the field data necessary to test it directly are not available.

Overall, the model exhibits no bias with respect to the data. On a graph of average
computed vs. measured concentrations, values line up along the 1 to 1 line (Figure 5-36). In
addition, 90% of the computed wet weight-based PCB concentrations are within a factor of two
of the data (92% on a lipid basis). Some of the year-to-year variation in the model/data
relationship is due to uncertainty in the data (cf. error bars on Figures 5-31 through 5-34). The
uncertainty due to the model itself is therefore likely to be considerably less than a factor of two.

In summary, the model represents average PCB levels in the population as a whole both
at Stillwater and Thompson Island Pool generally without bias and within a factor of two.
Temporal trends as well as the spatial gradient between Thompson Island Pool and Stillwater are
reproduced. While there may be some sub-populations exposed to lower or higher local sediment
concentrations, the model can provide realistic projections of PCB concentrations for the
population as a whole under natural recovery and alternative remediation scenarios.
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5.5 HOMOLOG MODEL

5.5.1 Objective

The PCB homolog model was developed to assess the depth to which PCBs are available
within the sediment bed. This assessment was possible, because the degree of dechlorination
generally increases with depth in the Upper Hudson River (Figure 5-15), and the degree of
bioaccumulation varies among homologs.

The model was used in a diagnostic fashion to estimate the most likely homolog
composition of the sediment exposure source given the homolog distribution in the fish. The
model food web was exposed to three different sediment homolog distributions, representative of
0-2 cm, 0-5 cm, and deeply buried, highly dechlorinated sediments in the TIP. For each
exposure scenario, the computed homolog distribution in the fish was compared with the
measured homolog distribution. The simulation results most similar to the data indicate the
sediment homolog distribution to which the food web was most likely exposed.

5.5.2 Model Development

The homolog model was based upon the calibrated PCBs+ model described above.
Additional information required to develop the homolog model consisted of homolog
distributions in the sediments and water to which the fish were exposed, homolog-specific values
for several model parameters (invertebrate BSAF, KOW, chemical assimilation efficiencies at the
gut surface, and chemical uptake efficiencies at the gill surface), and observed homolog
distributions in fish. A steady-state model was developed for TIP for the 1990s, based on the
observation that homolog distributions observed in fish exhibited little variation over this period
(error bars in panels A-C of Figures 5-38, 5-39 and 5-40).
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Exposure Concentrations

Three different homolog compositions were used for the sediments:

• the average composition of the 0-2 cm slices from high-resolution cores HR19, HR20
and HR23 collected by USEPA in the TIP in 1 992,

• the pool-wide average composition of the 0-5 cm slices from the cores collected by
GE in the TIP in 1991, and

• the average composition of the sediment slices with less than 2.0 chlorines/biphenyl
from high-resolution cores HR19, HR20 and HR23.

The sediment homolog distribution characteristic of the 0-2 cm layer of the high-
resolution cores is similar to Aroclor 1242 (panel D of Figures 5-38 through 5-40). The homolog
distribution characteristic of highly dechlorinated sediments is composed almost entirely of

f~~*" mono- and dichlorobiphenyl (panel F of Figures 5-38 through 5-40). The homolog distribution
measured in the 0-5 cm layer is intermediate.

The average homolog compositions of dissolved and particulate PCBs in the water
column were estimated using water samples collected by USEPA at the TED and at Lock 7 (MP
193.7, June through August 1993; n=7; Figure 5-37). PCBs at the TE> are enriched in lower
chlorinated congeners relative to samples collected at Lock 7. The average exposure of fish
collected in the TIP was estimated by averaging the distributions measured at both locations
(lines in Figure 5-37).

The total PCB levels in the surface sediments and in the water column were estimated by
averaging the results of the fate model computed during the growing season (temperature >= 10
degrees C) for the period from 1990 through 1998. Values were 50 ng/L dissolved ui;the water
column, 46 ug/g OC on water column particles, and 491 ug/g OC on sediment particles.

Toxicokinetic Parameters
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Bioaccumulation factors from particles to invertebrates were calculated based upon
measurements made by USEPA in the Upper Hudson River, using the method described in
Section 5.2.4. Lipid-based BSAF values for the homologs are presented in Table 5-4. In
addition, separate simulations were performed using average values computed by Tracey and
Hansen (1996) based on a review of literature. These values were used for both PMI and BMI.

Table 5-4. Homolog-Specific Parameter Values Used in the Bioaccumulation Model

Homolog

1
2
3
4
5
6
7

Log(Kow)

L/Kg lipid
4.50
5.15
5.65
5.76
6.12
6.55
7.08

Invertebrate BSAF
USEPA Hudson

River data
gOC/glipid

0.79
1.47
1.27
1.89
1.82
1.95
2.68

Tracey and
Hansen (1996)

gOC/glipid
0.30
0.42
0.70
0.92
1.38
1.80
1.80

Assimilation efficiency
Gut-
PCBs

0.90
0.85
0.82
0.81
0.78
0.75
0.70

Gill-
PCB:O2 Ratio

1.00
1.00
1.00
1.00
1.00
1.00
1.00

Log (Kow) values for each homolog were estimated using the same method as for the total
PCB model. The resulting KOW values are given in Table 5-4.

Median PCB assimilation efficiencies in the gut decline with increasing log (KoW),
ranging from 0.86 at log (KoW)=4.5 to 0.70 at log (Kow)=7.0 (Figure 5-20). A line was fit
visually through the medians of these data to provide values for use in the model (Table 5-4).

Ratios of PCB:oxygen assimilation efficiencies hi the gill do not exhibit a trend for log
(Kow) values ranging from approximately 3 to 7 (Figure 5-21). The value used in the PCBa+
model (1.00) was used for all homologs (Table 5-4).

Homolog distributions in the fish

PCB congener concentrations in fish were measured in the TIP in 1990 by Law
Environmental, in 1992 by O'Brien & Gere, in 1993 by the USEPA and by NOAA, and in 1997
by Exponent. Fish collected during these sampling programs were combined to compute the
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' /*""*v average weight proportion of each homolog for each model species. Combining the data from
these sampling programs was valid, because the homolog distributions exhibited little variation
(error bars in Figures 5-38, 5-39 and 5-40).

5.5.3 Model Results

The average measured fish homolog distributions are represented by the bars in panels A,
B and C of Figures 5-38 through 5-40 (weight proportions +/- two standard errors). The
computed fish homolog distributions (lines in panels A, B and C of Figures 5-38 through 5-40)
are most similar to the data if the fish are exposed to sediments characteristic of the 0-2 cm layer
of the high-resolution cores (panel A of Figures 5-38 through 5-40). These results indicate that
the food web is probably exposed to PCBs vv ithin approximately the top 2 cm of the sediment
bed. They are unlikely to be exposed to a layer 0-5 cm thick, and very unlikely to be exposed to
highly dechlorinated sediments. This conclusion supports the use of the PCBa+ concentrations

--^ computed by the fate model for the 0-2 cm layer in the PCBs+ bioaccumulation model. Use of
the BSAF values reported by Tracey and Hansen (1996) do not change these conclusions (results
not shown).

5.6 MODEL SENSITIVITY AND UNCERTAINTY

The bioaccumulation model is useful for projecting future PCB levels in the fish insofar
as: 1) it is able to reproduce PCB levels measured in the fish during the calibration period, and
2) it provides an accurate estimate of the relative importance of surface sediment and water
column PCBs to the biota. The latter determines the response of the PCB levels in the fish to
natural recovery processes and to remediation activities. Confidence in the realism of the
projections derives from the quality of the calibration, the mechanistic structure of the model,
previous successful experience using the model, and the constraints placed on parameter values
by site-specific data (e.g. growth rate, lipid content, food web), species-specific data (e.g.
respiration rates), as well as more general biological information.

QEA,LLC 5-53 May 1999
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The process of calibration involves minimizing the difference between model and data by
adjusting the values of parameters, while remaining within reasonable limits determined by
independent information concerning those parameters. Alternative calibrations are possible to
the degree that two or more parameters can be changed simultaneously while maintaining an
acceptable relationship between model and data. Model uncertainty arises when alternative
calibrations result in different projections.

Alternative sets of calibration parameter values will result in significantly different
projections only if the relative importance of sediment and water column PCBs to the food web
changes. Thus, for the purpose of predicting PCB levels in fish, the most important uncertainty
associated with the bioaccumulation model is just this property of the model, namely, the
proportion of dose received by the food web from surface sediments and from the water column.
Uncertainties in other components of the model, in particular the parameters that affect the
degree of bioaccumulation in each organism and the depth of bioavailable sediment, are
important only if changes in those components result in alternative calibrations with different
proportions of PCB dose received from sediments and water.

The surface sediments are the dominant PCB source to the food web in much of the
Upper Hudson River: spatial gradients in fish PCB levels follow the spatial gradients in sediment
and not in water (Figure 5-41; data collected in 1991, before the Alien Mill event). That is,
lower sediment concentrations in downstream locations lead to lower fish levels, in spite of the
fact that water column concentrations change little, if at all. Therefore, the uncertainty analysis
of the bioaccumulation model focused on developing a bounding calculation for the calibration
that maximized the contribution of the PMI, and therefore water column PCBs, to the food web.
To develop a bounding calculation, model parameters were divided into two groups, those that
affect the degree of trophic transfer, and those that specify dietary composition.

One constraint on dietary composition was employed. The minimum contribution of
BMI to the pumpkinseed diet was specified based on the following information. In the model
calibration, pumpkinseed consumes 75% PMI. The comparison of predicted and observed diets
indicated that the pumpkinseed probably consumes between 25 and 75% PMI (Figure 5-11). The
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gut contents of pumpkinseed included some taxa unique to the BMI (Table 5-1). In addition, the
spottail shiner consumes a greater proportion of PMI than pumpkinseed, yet still consumes an
observable proportion of BMI (Table 5-1). Therefore, the proportion PMI was considered to be
possibly greater than 75% but appreciably less than 100%. A value of 90% was chosen.

Any change in a parameter that increases the degree of trophic transfer requires a greater
contribution from PMI in the calibration. With more bioaccumulation at each trophic level, the
computed PCB levels in the fish will rise above the data; only by increasing the relative
contribution of water column carbon will PCB levels in the fish drop to within the data. The
parameter with the greatest uncertainty was CR, the factor accounting for the slow transfer of
PCBs from lipid to blood. A reduction in this parameter effectively reduces the rate at which
PCBs are released from storage lipids and eliminated, and thereby increases fish PCB levels.

Therefore, the process of developing a bounding calculation involved adjusting the
pumpkinseed diet to 90%PMI/10%BMI, then reducing CR until the computed pumpkinseed
concentrations compared favorably with the data. Next, the brown bullhead model was re-
calibrated by adjusting its diet. Finally, the impacts of changes in the largemouth bass diet were
explored. It should be noted that the process would be the same and the results similar if another
toxicokinetic or bioenergetic parameter had been modified, instead of CR.

Table 5-5. Parameters of the Bioaccumulation Model Changed in the
Alternative Calibration

Parameter
Diet of the brown bullhead

Diet of the pumpkinseed

Factor accounting for the slow
lipid/blood mass transfer rate (CR)

Calibration Value
50% PMI,
50% BMI
75% PMI,
25% BMI

0.25

Alternative Calibration Value
65%PMI,
35%BMI
90% PMI,
10% BMI

0.125

Results of the bounding calculation for the calibration are presented in Figures 5-42
through 5-44. Similar to the calibration results, computed PCB levels in pumpkinseed and
brown bullhead reproduce the temporal trends in PCB concentrations observed at both locations
(Figures 5-42 and 5-43). For largemouth bass, the model computes higher PCB levels in TIP,

QEA, LLC 5-55 314059A May 1999
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resulting in a better fit with data collected in the 1990s. However, the model calibration at
Stillwater is degraded; computed PCB levels are higher than observed values throughout most of
the simulation. The relationship between computed and observed values is less tightly clustered
about the 1 to 1 line than in the calibration, but the model still computes PCB levels that
generally lie within a factor of two of the data (Figure 5-44).

The relative contribution of sediments to largemouth bass PCB body burdens was
evaluated using the bioaccumulation model. Paired simulations were performed, one that
included both sediment and water column PCB sources (the calibration or the bounding
calculation) and one that included sediments as the only source of PCBs to the largemouth bass
(the calibration or bounding calculation with water column exposures set to zero). The
proportion of PCB dose received by the largemouth bass from sediments was equal to the ratio of
the largemouth bass PCB levels computed in the sediment-only exposure to the levels computed
using the complete exposures.

In the calibration simulation, the proportion of PCB dose received by the largemouth bass
from surface sediments averaged 79 and 52 percent at TIP and Stillwater, respectively (1980-
1998 average). Before the loadings of the 1990s, the sediment contributions were even greater;
the dose from sediments averaged about 87 and 60 percent for TIP and Stillwater, respectively.
In the bounding calculation, TIP sediments were still the dominant source of PCBs to the
largemouth bass, accounting for about 68 percent of the estimated dose (1980-1998); at
Stillwater, sediments were less important, averaging 38 percent of the dose. As in the
calibration, sediment contributions prior to the loads hi the 1990s were greater, accounting for
about 77 and 46 percent of the largemouth bass PCB dose at TIP and Stillwater, respectively.

Thus, the surface sediments are the dominant source of PCBs to the largemouth bass in
the Thompson Island Pool, and provide on the order of half of the PCB dose at Stillwater. Water
column PCBs became the dominant source to the largemouth bass only at Stillwater in the 1990s.
Pushing the model parameterization so as to maximize the contribution of water column PCBs
does not change these conclusions qualitatively.
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In conclusion, we consider the parameter set used in the bounding calibration to be less
consistent with the available data than that used in the calibration, based upon the field studies of
the forage fish diet as well as the model/data comparisons. Therefore, while the bounding
calculation constitutes an assessment of model uncertainty, it is not as realistic a representation
of bioaccumulation in the Upper Hudson River as the calibration.
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Figure 5-18. Annual average lipid contents in resident fish collected
from Stillwater Pool.
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Figure 5-19. Annual average lipid contents in resident fish collected
from Thompson Island Pool.
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Figure 5-24. Annual average PCB concentrations in resident fish of the
Upper Hudson River. Lipid normalized, Stillwater Pool.
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Figure 5-26. Annual average PCB concentrations in resident fish of the
Upper Hudson River. Lipid normalized, Thompson Island Pool.
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Figure 5-27. Annual average PCB concentrations in resident fish of the
Upper Hudson River. Wet-weight basis, Thompson Island Pool.
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Figure 5-29. Annual average PCB concentrations in largemouth bass of the
Thompson Island Pool. Six values were excluded from the annual averages.
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Figure 5-31. Predicted (line) and measured (symbols) lipid-normalized PCB
concentrations in largemouth bass, pumpkinseed and brown bullhead
collected from Stillwater Pool.
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Figure 5-32. Predicted (line) and measured (symbols) wet-weight PCB
concentrations in largemouth bass, pumpkinseed and brown bullhead
collected from Stillwater Pool.
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Figure 5-33. Predicted (line) and measured (symbols) lipid-normalized PCB
concentrations in largemouth bass, pumpkinseed and brown bullhead
collected from Thompson Island Pool.
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Figure 5-34. Predicted (line) and measured (symbols) wet-weight PCB
concentrations in largemouth bass, pumpkinseed and brown bullhead
collected from Thompson Island Pool.
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Figure 5-38. Food web homolog bioaccumulation model. Homolog compositions in pumpkinseed (panels a, b and c)
and sediments (panel d, e and f) in the Thompson Island Pool.
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Figure 5-39. Food web homolog bioaccumulation model. Homolog compositions in brown bullhead (panels a, b and c)
and sediments (panels d, e and f) in the Thompson Island Pool.
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Figure 5-40. Food web homolog bioaccumulation model. Homolog compositions in largemouth bass (panels a, b and c)
and sediments (panels d, e and f) in the Thompson Island Pool.
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Figure 5-41. Spatial gradients in PCB concentrations in surface sediments, water, and fish.
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Figure 5-42. Bounding calculation predicted (line) and measured (symbols)
wet-weight PCB concentrations in largemouth bass, pumpkinseed and brown
bullhead collected from Stillwater Pool.
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Figure 5-43. Bounding calculation predicted (line) and measured (symbols)
wet-weight PCB concentrations in largemouth bass, pumpkinseed and brown
bullhead collected from Thompson Island Pool.
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SECTION 1

INTRODUCTION

The sediment bed of the Upper Hudson River can generally be separated into two distinct
bed types: cohesive and non-cohesive. Cohesive bed deposits are primarily composed of fine-
grained sediments, e.g., clay, silt and fine sand, with the median particle diameter (D50)
typically being less than 200 /tm. The non-cohesive bed is coarser (D50 ranging from ~ 200 fim
to over 4,000 /zm) and this bed type generally contains significant fractions of non-suspendable
sediment, i.e., coarse sand and gravel. In addition, the organic carbon content of cohesive
sediment deposits is asually greater than that of the non-cohesive bed.

Analysis of side-scan sonar data collected in the Upper Hudson River shows that the non-
cohesive bed comprises at least 50% of the total bed area in each of the three reaches between
Fort Edward and Northumberland Dam. Deposition and resuspension from the non-cohesive
bed should thus be included in a sediment transport model of the Upper Hudson River because

,,—v this bed type accounts for a majority of the surface area in the river. A previous study has
shown the importance and viability of simulating both cohesive and non-cohesive transport
processes in a riverine system (Ziegler and Nisbet, 1994).

The non-cohesive suspended load transport model developed by Ziegler and Nisbet (1994)
and applied to the Pawtuxet River, which is located in Rhode Island, has been modified and
enhanced for application to the Upper Hudson River. A detailed discussion of the structure of
the model, and the formulations used in it, is presented herein. The following section describes
the method used to determine resuspension and deposition fluxes at the sediment-water interface
for a non-cohesive bed that is composed of a relatively uniform mix of sand particles. Because
the non-cohesive sediment bed in the Upper Hudson River is typically graded (heterogeneous)
and contains significant fractions of non-suspendable sediments (coarse sand and gravel), the
effects of bed armoring must be considered and formulations for simulating non-cohesive bed
armoring are presented in Section 3. The fourth section of the report presents a detailed
computational procedure for the model and also a discussion on how to calibrate and apply the
model.
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SECTION 2

NON-COHESIVE SUSPENDED LOAD TRANSPORT MODEL

2.1 INTRODUCTION

Numerous laboratory and field studies have been conducted on the erosion and deposition
properties of non-cohesive sediments (e.g., see Vanoni (1975) and van Rijn (1993) for
overviews). These investigations have lead to the development of various formulations for
quantification of non-cohesive suspended load transport in a riverine system such as the Upper
Hudson River. Several investigators have evaluated the accuracy of different quantitative
approaches using laboratory and field data (Garcia and Parker, 1991; Voogt et al., 1991; van
den Berg and van Gelder, 1993). The results of these investigations have shown that the
formulations developed by van Rijn (1984a,b,c) provide one of the best methods for calculating
suspended load transport of non-cohesive sediments. The van Rijn equations have also been
successfully used in sediment transport modeling studies of riverine (Ziegler and Nisbet, 1994)
and estuarine (van Rijn et al., 1990) systems.

Based upon these findings, the van Rijn method for non-cohesive suspended load
transport is an appropriate modeling framework for application to the Upper Hudson River. A
detailed review of the van Rijn suspended load equations will now be given. For convenience,
equation numbers in the original van Rijn publications will be referred to as (VR84a,b,c Eq. _).

An important assumption in the van Rijn procedure is that the sediment bed is composed
of relatively homogeneous fine sands so that the following equations apply to the entire sediment
bed. As discussed in Section 1, the sediment bed of the Upper Hudson River is heterogeneous,
with a significant fraction of the bed being composed of coarse sands (D > 500 /xm) and gravels
(D > 2000 pm) which are not transported as suspended load. Modifications that have to be
made to the van Rijn equations to account for the effects of non-suspendable bed sediments, i.e.,
bed armoring, are discussed in Section 3.
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2.2 NON-COHESIVE RESUSPENSION

Following the van Rijn method, the equations presented below are used to calculate the
suspended load transport rate for a given particle size-class k of suspended sediment, which can
be represented by an effective particle diameter (Dk).

The critical bed-shear velocity for initiation of bed load transport (u* cr) is calculated
using the Shields criteria (see Figure 1 in VR84a):

(2-1)

where 0cr = critical mobility parameter. For suspendable sands, Dk is less than 500 /xm (see
Figure 1 in VR84a) and 0cr is calculated as follows:

-i0.24 D.
0.14 D™ ,
0.04 D.-°-10 ,

4 < D 10
10 < D. * 20

(2-2)

where D« = non-dimensional particle parameter (VR84b, Eq. 1):

= Dt (2-3)

where s = specific density of particle (assumed to be 2.65 for sand particles); g = acceleration
of gravity; and v = kinematic viscosity of water.

Experiments on non-cohesive resuspension have shown that the critical bed-shear velocity
for initiation of suspension (u«tCrs) is proportional to the settling speed of particle size-class k
(Ws>k). Laboratory experiments conducted at the Delft Hydraulics Laboratory indicated that
(VR84b, Eq. 8 and 9):
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u. K D

0.4 W^ , D, > 10

Note that if u*>crs is less than u» )Cr, i.e., the critical shear velocity for bed load calculated using
Equation (2-1), then u»jCrs = u»)Cr.

The settling speed of a sand particle is related to the particle diameter, representing size-
class k, as follows (Cheng, 1997):

[(25 + 1.2D,2)"2 - 5]1-5 (2-5)

The dependence of WS)k on Dk is illustrated in Figure 2-1, which shows that the settling speeds
of suspended sand particles (i.e., 62 < Dk < 500 ^m) range from about 2,300 to 59,000 fim/s
(-200 to 5,000 m/day).

Once it has been determined that the bottom shear velocity (i.e., bottom shear stress)
exceeds the critical values for suspension (i.e., u* > u*jCr and u« > u*^1, then an equilibrium
reference concentration at a reference height z = a above the sediment bed is calculated
(VR84b, Eq. 38):

D..T1-3

" °-015 " (2"6)

1Bottom shear velocity is calculated as

( \V2

?)
where rb = bottom shear stress and p = water density.
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Figure 2-1. Settling speed of sand as function of particle diameter.
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where Ceq is a volumetric concentration (i.e., solids volume/unit fluid volume) and T is the
transport stage parameter, which is determined using u»>cr (VR845, Eq.2):

(2-7)

To convert Ceq to a mass concentration (i.e., g/cm3), which is needed for calculating
resuspension fluxes, multiply Ceq by the sediment particle density (p^). Note that the maximum
volumetric concentration (Ceqtmax) is 0.65 or 1.72 g/cm3 (1,720,000 mg/1) (van Rijn, 1984b).
Variation in Ceq as a function of rb, for different Dk values, is shown on Figure 2-2.

The reference height (a) is given by (VR84b, Eq. 37):

a = MAX (0.5 A, kg, O.Old) (2-8)

where A = bed-form height, ks = equivalent roughness height of Nikuradse and d = local
water depth. The bed-form height, where bed-forms are characterized as ripples and dunes, is
estimated using (VR84c, Eq. 14):

A =0.11 d0-7 D" (1 - e-*51) (25 - T) (2-9)

where D50 = median particle diameter of the sediment bed. A plane bed exists when T is
greater than 25, i.e., ripples and dunes are washed out and the bed-form height is zero (van
Rijn, 1984c).

The resuspension flux is calculated using (van Rijn, 1993):

= -W „ (C „ - C ) (2-10)t»^ ^ ijc CO'
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where Ena>k = net resuspension flux of size-class k for non-armoring sediment bed and Ca k =
suspended sediment concentration of size-class k at z=a. A maximum sediment concentration,
represented by Ceq, can be transported in the water column for a given bed shear velocity (which
is equivalent to a certain level of turbulence in the water column). If Ca>k < Ccq, additional
sediment can be carried by the flow, so that erosion occurs and Ena>k > 0. Conversely, if Ca k

> Ceq, the carrying capacity of the water column at a particular bed shear velocity has been
exceeded, which means that E^^ < 0 and deposition can occur, even though the critical bed
shear velocity has been exceeded. Thus, Cak needs to be calculated before Ena>k can be
determined, the consequences of which will be discussed in Section 4.

Most sediment transport models applied to riverine systems have used a vertically-
averaged approximation of the vertical distribution of sediment in the water column (e.g.,
Ziegler and Nisbet, 1994). This approach assumes that particles are uniformly distributed
throughout the water column, which is a good approximation for cohesive sediments due to their
lower settling velocities (ca. 100 /zm/s). The high settling speeds of suspended sands cause
significant stratification to occur, with order of magnitude increases in concentration typically
occurring between the top and bottom of the water column. Thus, simulation of suspended sand
transport with a vertically-averaged model necessitates the use of a correction factor (T) to
account for effects of concentration stratification.

This correction factor will relate the vertically-averaged sediment concentration of size-
class k (Cm>k), which is calculated by the sediment transport model, to Ca>k and it is developed
as follows. The vertical distribution of non-cohesive sediment in the water column can be
calculated using (VR84b, Eq. 19a,b):

- < 0.5
d (2-11)

5 > «

where z = vertical coordinate (z=0 at sediment-water interface and z=d at water surface) and
f = suspension parameter (originally denoted as Z in VR84b) defined by (VR84b, Eq. 3):
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(2-12)

where ic = von Karman constant (assumed to be 0.4) and the /3-factor, which is related to the
vertical diffusion of particles, is given by (VR84b, Eq. 22):

0.1 < < i (2-13)

The vertically-averaged concentration, Cm k, is defined as:

= ^ J; Ck(z) dz (2-14)

.?****sxii

Using Eq. (2-11) in the above integral yields:

OJd
dz (2-15)

The integrals in this equation will be evaluated separately. The first integral does not have a
closed form solution. Approximating the solution using the trapezoidal rule (Carnahan et al.,
1969) and three segments between z = a and z = 0.5 d, i.e., 5z = (0.5 d - a)/3, yields:

dz - (0.5d-a)3
(2-16)

The second integral has the following solution:
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Inserting Equations (2-16) and (2-17) into Equation (2-15) and solving for Ca produces:

C^ - T CU (2-18)

where:

lfo.5-1) Ui-iY3( d)[ (a )

The correction factor, F, as a function of Ws>k/u, , for various values of a/d, is presented on
Figure (2-3).

2.3 NON-COHESIVE DEPOSITION

When the bed-shear velocity is less than the critical value, .the resuspension rate is zero
and non-cohesive sediments in the water column can be deposited on the sediment bed. The
deposition flux for sediments of size-class k (DEPk) under this condition is:

(2-20)

where Pdep = probability of deposition of non-cohesive sediment. The probability of deposition
parameter (Pdep) accounts for the effects of near-bed turbulence and particle size variations on
deposition. In quiescent water, the bottom shear stress will be zero and Pdep will equal one.
As the bottom shear stress increases, the probability of deposition decreases. The dependence
of Pdep on bottom shear stress -was investigated by Gessler (1967), who determined that Pdep
could be described by a Gaussian distribution:
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_ j e'^'dx (2-21)

where:

Y = 1 (-!**- l) (2-22)

and rCik = critical shear stress for size-class k, with

t^ = p [MAX (u.^ , u.p]2 (2-23)

and a - standard deviation of the Gaussian distribution for incipient motion. Based upon
experimental results, Gessler (1967) determined that <r was equal to 0.57.

An approximation to the probability integral in Equation (2-21), with an error of less than
0.001 %, is (Abramowitz and Stegun, 1972):

P^CY) = 1 - F(Y) (0.4362X - 0.1202X2 + 0.9373X3), Y > 0 (2-24)

where:

F(Y)=_i-e^Y ' (2-25)

X « (1 + 0.3327Y)'1 (2-26)
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For Y < 0:

Pdep 00 = 1 - P^, (|Y|) (2-27)

The dependence of Pdep on bottom shear, for different particle sizes, is illustrated on Figure
(2-4).
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SECTION 3

SIMULATION OF NON-COHESIVE BED ARMORING

3.1 INTRODUCTION

A non-cohesive sediment bed that contains a wide range of particle sizes, from fine sands
that are suspendable to coarse sands and gravels that are only transported as bed load, will
experience a phenomenon known as bed armoring during a resuspension event. Bed armoring
occurs when fine sands are eroded from a heterogeneous sediment bed and the coarser material
that cannot be resuspended remains on the bed surface. As the erosion process continues, the
suspendable sediments in the near-surface layer, referred to as the active layer, are depleted and
a layer of coarse, non-suspendable sediments forms. Continuous depletion of suspendable
sediments in the active layer will eventually reduce the erosion rate to zero, at which point the
active layer is composed entirely of non-suspendable sediments, and the sediment bed has
become armored (Shen and Lu, 1983; Karim and Holly, 1986; Jain and Park, 1989; Rahuel et
al., 1989; van Niekerk et al., 1992).

Non-cohesive areas of the sediment bed in the Upper Hudson River typically contain a
significant fraction of non-suspendable material. For example, coarse sand and gravel comprises
approximately 50% of the non-cohesive bed in the Thompson Island Pool. In addition, an
analysis of sediment loading data in the Thompson Island Pool showed that bed armoring
occurred on the rising limb of the hydrograph during a high flow event in 1994 (HydroQual,
1997). Thus, the effects of bed armoring must be accounted for in any non-cohesive sediment
transport model applied to this reach, or other reaches of the Upper Hudson River. Erosion
rates will be significantly overestimated if bed armoring effects are not considered during a
sediment transport simulation of a flood event.

3.2 BED ARMORING MODEL

The bed armoring process has been modeled by assuming that the sediment bed is
composed of an active layer, which interacts with the water column, and a parent bed layer,
which is below the active layer, see Figure 3-1 (Karim and Holly, 1986; van Niekerk et al.,
1992). Sediment bed data can be used to determine the initial grain size distribution in the
parent bed. The parent bed is aggregated into K size-classes of suspendable sediment (Dk <
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Figure 3-1. Conceptual model of non-cohesive sediment bed.
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500 ftm, k= 1, K). The fraction of suspendable sediment of size-class k in the parent bed (L k)
is determined from grain size distribution data.

Large, non-suspendable particles in the bed provide voids where smaller, suspendable
particles can be shielded from the main flow in the water column. For example, the localized
bottom shear stress immediately downstream of a very fine pebble ( 2,000 /*m < D < 4,000
/xm) could be much lower than the mean bed shear stress, which might provide a small area in
which fine sands (D < 250 /*m) could exist without being resuspended. This geometrical effect
reduces the suspendable sediment of size-class k below that given by fa>lc. The reduction factor
is referred to as the hiding factor and it is defined as (Karim and Kennedy, 1981; Rahuel et al.,
1989):

(3-D

( where. Hk = hiding factor for size-class k and m = site-specific exponent. Karim and Kennedy
(1981) set m equal to 0.85, however, Rahuel et al. (1989) stated that the value of m may depend
upon local conditions in a particular riverine system. Note that Hk is less than one for an
armoring bed.

Interactions between the parent bed, active layer and water column cause the grain size
distributions in the parent bed and active layer to change with time. Changes in the active layer
grain size distribution control the bed armoring process and, hence, the resuspension flux. The
non-cohesive resuspension flux formulation developed in Section 2 assumes that the entire
sediment bed is composed of suspendable sediment. Thus, Equation (2-10) must be modified
to account for bed armoring effects.

For a non-armoring bed, erosion occurs when the bed shear velocity (u*) is greater than
both the critical shear velocities for bed load (u»>cr) and suspended load (u*>crs) transport. Both
of these critical shear velocities are functions of particle size, see Equations (2-1), (2-4) and (2-
5). Bed load transport will be initiated in an armoring bed when the bed shear velocity exceeds
the critical shear velocity for the entire bed (u«iCr,bed)> wmcn *s a function of the median particle

"y—v diameter of the parent bed (D50). The assumption is made that resuspension from an armoring
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bed can occur after the initiation of bed load, i.e., u* > u*>crfbed, provided u* > u*)Crs. The
value of u*>cl.)bed is calculated using Equation (2-1), but with D50 replacing Dk.

The fraction of size-class k in the active layer will affect the resuspension rate of that
class because sediments are resuspended from the active layer. In addition, the hiding factor
will also reduce the resuspension flux, so that (Rahuel et al., 1989):

where E^ = net resuspension flux for size-class k and fa k = fraction of size-class k sediment
in the active layer, which will change with time.

Calculating temporal changes of fa<k requires construction of a sediment bed model that
tracks compositional changes in the active layer and the parent bed. Size-class k sediment is
removed from the active layer at the rate determined by Equation (3-2). The bed model
transfers sediment from the parent bed to the active layer at the same rate, but that material has
the particle size distribution of the parent bed (Karim and Holly, 1986). This process causes
the active layer to become enriched in non-suspendable sediment and eventually it becomes
armored; size-class k sediment is resuspended from the active layer at a faster rate than that
sediment type is transported into the active layer from the parent bed.

Various expressions have been proposed for the active layer thickness (e.g., Borah et al.,
1982; Karim and Holly, 1986; van Niekerk et al., 1992). The Borah et al. (1982) formulation
is:

T = ————^———— (3-3)
1 (1 - P) (1 - L W

where Ta = active layer thickness, p = bed porosity and (1 - £ fa>k) = fraction of the active
layer composed of non-suspendable sediment. Initial testing of a Thompson Island Pool
sediment transport model has indicated that it may be difficult to adequately calibrate the model
using the Borah formulation. These results are probably due to the non-dynamic form of
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Equation (3-3), i.e., Ta only depends upon bed properties and it is insensitive to variable
hydrodynamic conditions.

An alternative expression for the active layer thickness has been developed by van
Niekerk et al. (1992) that is a linear function of the local bottom shear stress. A modified form
of their formulation is proposed for application to the Upper Hudson River:

2Dso

2D50 B U*. +(1-B)
Uc50>

••cSO

Uc50

(3-4)

where rc50 = critical shear stress for initiation of bed load, based upon parent bed D50 and B
= adjustable constant. Note that Equation (3-4) reduces to the original van Niekerk et al.
(1992) equation when B = 1. A potential advantage of Equation (3-4) is that varying
hydrodynamic conditions affect the active layer thickness, with Ta increasing as the current
velocity (and rb) increases, which causes the amount of sediment that is available for
resuspension to increase. The dependence of Ta on rb is not well known and the constant (B)
in Equation (3-4) can be adjusted during model calibration to account for local conditions.

The approach developed by Karim and Holly (1986) to model changes in the active layer
and parent bed composition is used as follows. Sediment volumes are tracked in both layers of
the bed model to ensure conservation of mass. The fraction of suspendable sediment, size-class
k, in the active layer is defined as:

(3-5)

where Va>k = volume of size-class k sediment in the active layer and Va tot = total volume of
sediment in the active layer. The active layer thickness, Ta, is converted to a sediment volume
using:
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(3-6)

where Aref = reference area, which is the area of a specific grid element in a numerical model.
Similarly, for the parent bed:

(3-7)

where fpfk = fraction of size-class k sediment in the parent bed layer, Vp>k = volume of size-
class k sediment in the parent bed layer and Vp>tot = total volume of sediment in the parent bed
layer and:

-p) Tp A^ (3-8)

where Tp = thickness of parent bed layer.

Tracking volume changes in the active'and parent bed layers with a numerical model is
accomplished using the framework proposed by Karim and Holly (1986). It is assumed that the
state of the active and parent bed layers are known at some time tn (i.e., Ta

n, Tp
n, ffljk

n, fpjk
n,

etc. have been calculated or specified). Erosion occurs during the next timestep in the
calculation, i.e., 5t = tn+1 - tn, and changes in bed composition need to be determined at tn+1.
The mass of size-class k sediment, on a mass/unit area basis, removed from the active layer
(Mefk

n+ *) during this timestep is:

- At E, (3-9)

where the resuspension rate, E^, is calculated using Equation (3-2). This mass is converted to
a volume for the reference area:
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V'*1 = M£' (3-10)
P. *

where ps — particle density (assumed to be 2.65 g/cm3 for sand particles).

The total sediment bed thickness (Ttot) decreases due to erosion:

B+1 = Tn -A

where E Ve(k
n+1 = total eroded volume, i.e., summation for all suspendable size-classes (k =

1, K). Volume changes of size-class k in the active and parent bed layers for a timestep during
which erosion occurs also need to account for variations in the active layer thickness (Karim and
Holly, 1986). The active layer thickness at tn+1 (Ta

n+1) is calculated using Equation (3-4).
Thickness of the parent bed at tn+1 is given by:

The above equations are used to calculate volumes of size-class k in the active and parent
bed layers at tn+1 for increasing active layer thickness (Va

n+1 > Va
n):

v • • *' c*k iM^ j fc»fc

yn*l _ yn _ -n /y»*l _ y") - f" V V"*1 (3-14)

or decreasing/constant active layer thickness (Va
n+1 < Va

n):
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(3-15)

r1 - V.-) - & Z Vi*1 (3-16)

Equations (3-5) and (3-7) are then used to calculate f&j?+1 and fp,icn+1» respectively, using
V*,*0+1> vp,kn+1» va,totn+1 and v

P,totn+1- See Figure 3 of Karim and Holly (1986) for a
diagram that illustrates the erosional process and changes in active layer content during a
particular timestep.

When depositional conditions occur, as calculated using Equation (2-20), the total
depositional volume for each size-class during a timestep is added to the active layer:

,a+1 - V,a) + -^V (DEPk - fi Z DEPk) (3-17)
PS

'" 1

(V.n+1 - V,") + -^ A^ fi E DEPk (3-18)
PS 1

where the active layer thickness is either decreasing (transition from erosional to depositional
conditions) or constant (pure deposition).
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SECTION 4

MODEL APPLICATION AND CALIBRATION

4.1 INTRODUCTION

The objective of this section is to suggest procedures that should be followed to ensure
that the non-cohesive transport model is used in a consistent and correct manner. First, a step-
by-step computational procedure for applying the model is outlined. A discussion on applying
the model to the Upper Hudson River, including data requirements and calibration procedures,
concludes this section.

4.2 COMPUTATIONAL PROCEDURE

The non-cohesive modeling framework discussed in Sections 2 and 3 is used to calculate
resuspension and deposition fluxes across the sediment-water interface. These fluxes are used
as a boundary condition in a sediment transport model that transports suspended sediments, of
various size-classes, in the water column.

The computational procedure used to calculate sediment flux across the sediment-water
interface at a particular location and time (i.e., grid element in a numerical model and at
timestep t0* *) assumes that the following information is known at time I0:

1. Hydrodynamic parameters: u«, rb, d, v
2. Bed properties: D50, p, PS

3. Active and parent bed composition: fa>k, fp>k

4. Sediment transport parameter: Cm>k

5. Numerical parameters: Aref, 6t
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It is assumed that the sediment bed contains K classes of suspendable sediment, with each size-
class k represented by an effective particle diameter, Dk (ty. < 500 j*m). Note that this
necessitates calculating the water column transport of K classes of sediment, with each class
having a corresponding vertically-averaged water column concentration at t° (Cm>k). Calculating
the resuspension or deposition flux of size-class k for a specific location (grid element) at time
tn+1 proceeds as follows:

1. Calculate D* for size-class k, Eq. (2-3) using D^
2. Calculate 0cr for size-class k, Eq. (2-2)
3. Calculate u»>cr for size-class k, Eq. (2-1) using Dk

4. Calculate D« for parent bed, Eq. (2-3) using D50

5. Calculate 0cr for parent bed, Eq. (2-2)
6. Calculate u*>cr>bed for parent bed, Eq. (2-1) using D50

7. Calculate Ws k for size-class k, Eq. (2-5) using Dk

8.- Calculate u*>crs for size-class k, Eq. (2-4)
9. Determine if resuspension or deposition occurs:

a. If u. > MAX( u»>cr , u Vribed , u Vrs) =* resuspension

b. If u, <. MAX( u.>cr, uvr>bed , u.>crs) => deposition

For resuspension conditions:
1. Calculate T for size-class k, Eq. (2-7)
2. Calculate A, Eq. (2-9) using D50

3. Calculate a, Eq. (2-8)
4. Calculate Ceq for size-class k, Eq. (2-6)
5. Calculate 0 for size-class k, Eq. (2-13) i
6. Calculate f for size-class k, Eq. (2-12)
7. Calculate fa = (0.5d - a)/3
8. Calculate T for size-class k, Eq. (2-19)
9. Calculate Cajk, Eq. (2-18)
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10. Calculate Ena>k> Eq. (2-10)
11. Calculate Hk, Eq. (3-1)
12. Calculate E^., Eq. (3-2)
13. Calculate Me>k

n+1, Eq. (3-9)
14. Calculate Ve>k

n+J, Eq. (3-10)
15. Calculate T^1, Eq. (3-11)
16. Calculate Ta

n+1, Eq. (3-4)
17. Calculate Tp

n+1, Eq. (3-12)
' 18. Calculate VMot

n+1, Eq. (3-6)
19. Calculate Vp>tot

n+1, Eq. (3-8)
20. Calculate Va>k

n+1,Eq. (3-13) or (3-15)
21. Calculate Vpfk

n+1, Eq. (3-14) or (3-16)
22. Calculate fa>k

n+1, Eq. (3-5)
23. Calculate fp>k

n+ l, Eq. (3-7)

For deposition conditions:
1. Calculate /3 for size-class k, Eq. (2-13)
2. Calculate f for size-class k, Eq. (2-12)
3. Calculate a = O.Old
4. Calculate dz = (0.5d - a)/3
5. Calculate T for size-class k, Eq. (2-19)
6. Calculate Ca>k, Eq. (2-18)
7. Calculate TCjk, Eq. (2-23)
8. Calculate Y, Eq. (2-22)
9. Calculate F(Y), Eq. (2-25)
10. Calculate X, Eq. (2-26)
11. Calculate Pdcp, Eq. (2-24) or (2-27)
12. Calculate DEPk

n+!, Eq. (2-20)
13. Calculate Ttot

n+1, Eq. (3-11)
14. Calculate Ta

n+ >, Eq. (3-4)
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15. Calculate Tp
n+l, Eq. (3-12)

16. Calculate Vattot
n+l, Eq. (3-6)

17. Calculate Vp>tot
n+1, Eq. (3-8)

18. Calculate V^j**1, Eq. (3-17)
19. Calculate Vp>k

n+ !
f Eq. (3-18)

20. Calculate fa,kn+1, Eq. (3-5)
21. Calculate fp,k

n+1, Eq. (3-7)

" A

4.3 MODEL APPLICATION AND CALIBRATION "'

Successful application of the non-cohesive suspended load formulations developed in the
preceding sections to the Upper Hudson River requires careful development, calibration and
validation of the model. First, bed property data in the non-cohesive areas of a particular reach,
e.g., Thompson Island Pool, must be analyzed to determine the appropriate bed parameters for
use as model input, e.g., D50, p, ps and fp>k for K classes of suspendable sediment. Analysis
of non-cohesive bed property data from the Thompson Island Pool indicates the presence of a
wide range of D50 (from -200 to 9,000 jim) and fp>k (for 75 urn < Dk < 425 /*m, which are
fine and medium sands, fp ranges from 0.06 to 0.85). Judicious examination of the data must
be carried out to generate a credible spatial distribution of D50 and fp values throughout this
reach.

Once bed property values have been determined, TSS data collected during a high flow
event must be used to calibrate the model. The April 1994 high flow event (HydroQual, 1997)
yielded a set of TSS data that can be used to calibrate the model in the Thompson Island Pool.
The calibration process is important because it demonstrates model accuracy and establishes a
certain level of scientific credibility which is necessary before the sediment transport model can
be used as a predictive tool.

Use of this model also requires performing time-dependent simulations of water column
sediment transport, which can be accomplished using a high flow event for calibration. Time-
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dependent calculations are necessary because the resuspension flux, as defined by Equations (2-
10) and (3-2), at a particular non-cohesive bed location depends upon the local suspended
sediment concentration, as well as various bed properties. Without a time-dependent simulation
that calculates suspended sediment concentrations, the non-cohesive resuspension flux cannot be
calculated and, hence, scour depths in non-cohesive bed areas cannot be predicted with any
confidence.

While the non-cohesive suspended load model developed in this report is based upon
formulations presented in peer-reviewed publications, uncertainty exists in some model
parameters due to data limitations. Model parameters that cannot be determined using Upper
Hudson River data can serve as calibration variables for the model. Calibration of the model
in this context means adjustment of various input parameters until the best agreement between
model results and data is achieved, e.g., comparison between predicted and observed TSS at one
or more locations. However, it must be emphasized that parameter adjustment during calibration
cannot be done arbitrarily nor should a large number of parameters be varied in an independent
and inconsistent manner. A small number of model parameters, i.e., less than four, need to be
adjusted such that the final parameter values are realistic and consistent with data collected from
the Upper Hudson River, other riverine systems or laboratory experiments. For the model
developed here, the two parameters that are not well known in the Upper Hudson River are:
(1) Dk, effective particle diameter of size class k and (2) B, the constant in the active layer
thickness formulation expressed in Equation (3-4). These two parameters could be used as the
primary calibration parameters for the non-cohesive suspended transport model when it is applied
to various.reaches in the Upper Hudson River.

Additional testing of the model needs to be done after calibration is completed. This
validation is accomplished by simulating other high flow events for which TSS data exist in a
particular reach of the Upper Hudson River, e.g., April 1993 and Spring 1997 in the Thompson
Island Pool. Model parameters are set at the same values used during calibration and are not
adjusted during validation runs; the only model inputs changed are flow rates and solids loadings
at the upstream and tributary inflow boundaries.
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Confidence in the ability of this model to realistically and accurately simulate non-
cohesive suspended load transport, and associated bed armoring, is dependent upon credible
calibration and validation results. The uncertainty associated with input and parameter values
for this model, or any similar non-cohesive modeling framework, are large enough that
successful calibration and validation are necessary before the model can be used as a predictive
tool, e.g., simulating the impacts of a 100-year flood. Without direct model-data comparisons,
which demonstrate that the model adequately simulates suspended sediment concentrations during
at least one high flow event, the model cannot be used as a management tool with any scientific
credibility, %,other words, an uncalibrated non-cohesive suspended transport model is of
questionable value because the uncertainties in the input parameters are so great that an
unacceptably low level of confidence will be associated with the model predictions.

Fortunately, adequate data sets exist for the Thompson Island Pool to develop, calibrate
and validate the non-cohesive suspended load model described in this report. The model has
been applied to this reach of the Upper Hudson River and initial modeling efforts indicate that
successful calibration and validation can be achieved using the available data. Thus, this model
will be able to be used as a management tool to evaluate the impacts of a 100-year flood or other
issues related to sediment transport in the Thompson Island Pool.
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SECTION 5

MODEL NOTATION

The following symbols are used in this report:

a = reference height
Aref = reference area
B = constant in Equation (3-4)
Ca,k = suspended sediment concentration of size-class k at z = a
Cmfk = vertically-averaged suspended sediment concentration of size-class k
C-eq = equilibrium concentration at reference height z = a
Ceq.max ~ maximum volumetric concentration (0.65)
Ck(z) = suspended sediment concentration of size-class k at z
d = water depth
D50 = median particle diameter of the sediment bed
D«, = non-dimensional particle parameter
Dk = effective particle diameter of size-class k
DEPk = deposition flux for sediments of size-class k
Ejj = net resuspension flux of size-class k for armoring sediment bed
Ena k = net resuspension flux of size-class k for non-armoring sediment bed
fa>k = fraction of size-class k sediment in the active layer
fpfk = fraction of size-class k sediment in the parent bed
F(Y) = probability of deposition parameter
g = acceleration of gravity
Hk = hiding factor for size-class k
ks = equivalent roughness height of Nikuradse
m = site-specific exponent for hiding factor
Me>k ' = mass of size-class k sediment eroded from the active layer
p = bed porosity
pdep = probability of deposition of non-cohesive sediment
s as specific density of particle (assumed to be 2.65 for sand)
T = transport stage parameter
Ta = active layer thickness
Tp = parent bed layer thickness
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Ttot = total sediment bed thickness
u* = bed shear velocity
u*>cr . = critical bed-shear velocity for initiation of bed load transport (based on 1^)
u*,cr,bed ~ critical bed-shear velocity for initiation of bed load transport (based on D50)
u*,crs = critical bed-shear velocity for initiation of suspension
Va,k = volume of size-class k sediment in the active layer
Va>tot = total volume of sediment in the active layer
Ve>k = volume of size-class k sediment eroded from the active layer
Vp>k = volume of size-class k sediment in the parent bed
Vp>tot = total volume of sediment in the parent bed
Ws>k = settling speed of particle size-class k
X = probability of deposition parameter
Y = probability of deposition parameter
z = vertical coordinate (z = 0 at sediment-water interface and z = d at surface)
0 = ^-factor
T = sediment stratification correction factor
& = tn+1 - tn (timestep in numerical model)
bz = (0.5d - a)/3 f

A = bed form height
f = suspension parameter (originally denoted as Z in VR84b)
0CT = critical mobility pcarameter
K = von Karman constant (0.4)
v = kinematic viscosity of water
p = water density
ps = sediment particle density (2.65 g/cm3)
a = standard deviation of the Gaussian distribution for incipient motion (0.57)
rb = bottom shear stress
T.V = critical shear stress for size-class k
C,lt

Tcso = critical shear stress based on D50
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SECTION 1

INTRODUCTION

The transport and fate of PCBs in the Upper Hudson River are greatly affected by

sediment transport processes. Cohesive sediments are particularly important when
considering the transport of PCBs in a riverine system because PCBs are hydrophobic and
preferentially adsorb onto fine-grained particles, i.e., clay and silt. Another important
factor that must be considered when studying sediment transport processes in a river is
that the erosional properties of cohesive sediments (clay and silt) differ greatly from those
of non-cohesive sediments (sand and gravel). Understanding and quantifying the long-term
fate of PCBs in the Upper Hudson River therefore requires a realistic and accurate
description of fine-grained sediment deposition and erosion processes in the river. As a

step toward this goal, experimental studies have been conducted and the results analyzed
in an effort to describe and quantify the erosion properties of cohesive sediments in this
river,

p

The amount of sediment that can be eroded from a cohesive sediment bed, i.e., a
bed primarily composed of clay, silt and organic matter, is generally referred to as erosion

potential and has units of mass per unit area, e.g., milligrams per square centimeter

(mg/cm2). Erosion potential depends upon the properties of the bed and the shear stress

applied to the bed, where shear stress is a measure of the force exerted on the bed by
flowing water in a river. This information can then be used to estimate sediment erosion

during various high flow events (floods). Previous studies of cohesive sediment transport
in rivers, e.g.. Fox River in Wisconsin (Gailani et al,. 1991) and Pawtuxet River in Rhode

Island (Ziegler and Nisbet, 1994), have used laboratory and field data to determine

parameter values that represent bed property effects on erosion. The results of these

studies clearly indicate the need to obtain river-specific data if accurate predictions of
cohesive sediment bed erosion are to be realized.

The river-specific nature of erosion potential prompted General Electric to conduct
"/*""•-. fjgu ancj |aDoratCiry studies on cohesive sediments from the Upper Hudson River. Data

1
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from these studies have been used to derive relationships between erosion and bed shear
stress for each of the eight reaches from Fort Edward to Troy Dam, i.e., the Thompson
island Pool and the pools behind the other seven downstream dams. This information is
of importance when considering the fate of PCB-contaminated sediments in this river
system.

A formulation that has been shown to accurately and realistically predict erosion
potential is presented in Section 2, i.e., Equation (2-1). Laboratory data were used to
determine parameter values in Equation (2-1) that are applicable to the Upper Hudson River
system. The values of these river-specific parameters are: m = 0.5, Td max = 7 days and
r0 - 1 dyne/cm2. Data collected during a field study, using a device called a shaker, were
used to calculate values of the reach-specific parameter, a0, for each of the eight reaches
in the Upper Hudson River, see Table 1-1 and Figure 1-1. Based upon field study data,
setting the exponent n in Equation (2-1) equal to three for all of the reaches is a valid
approximation in this riverine system.

f!; Table 1-1. Reach Average Values of a0

x Reach
8
7

6
5

4

3
2
1

Mean a0 <mg-day1/2/cm2j
0.071
0.079
0.135
0.116
0.340

0.140
0.067
0.192

Section 2 of this report reviews experimental research on cohesive sediment
resuspension processes and then presents an equation for predicting cohesive sediment
erosion that has been successfully used in sediment transport studies on other rivers. An

example that highlights the importance of using river-specific data when evaluating the

1
Hi
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Figure 1-1. Reach identification for the Upper Hudson River.
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erosional properties of cohesive sediments in the Upper Hudson River is also included in

that section. Section 3 summarizes results of laboratory and field studies conducted on

cohesive sediments from the Upper Hudson River. Based upon these experimental data,
values of parameters in the resuspension formulation discussed in Section 2 have been
determined for Upper Hudson River sediments. This report concludes with a summary of
pertinent results.
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/"^ SECTION 2
COHESIVE SEDIMENT RESUSPENSION PROCESSES

Laboratory and field studies on the resuspension properties of fine-grained, cohesive
sediments have been conducted by a number of researchers during the last thirty to forty
years, with important contributions being made by R.B. Krone (1962), E. Partheniades
(1965), A.J. Mehta {1985} and W. Lick (1990). Results of this research have shown that
resuspension from a cohesive sediment bed is significantly affected by the wide range of
particle sizes, typically varying over two orders of magnitude in the bed of a river, and
interparticle cohesion. Compaction effects increase with increasing depth in the bed, as
indicated by a decrease in bed porosity with depth, causing surface sediments to be more
easily resuspended than sediments buried deeper in the bed. Bed particle size

heterogeneity and compaction effects cause bed armoring, which is the observed
phenomenon that only a finite amount of sediment can be resuspended from a cohesive
sediment bed at a particular bottom shear stress. Cohesive bed armoring has been

/—•v. observed and quantified in various laboratory (Parchure and Mehta, 1985; Tsai and Lick,

1987; Graham et al., 1992) and field studies (Hawley, 1991; Amos et al., 1992). This
property of cohesive sediment beds does not extend to a bed composed of non-cohesive,
uniform size sediments, e.g., sands, which have a constant erosion rate (Massion, 1982).

The amount of cohesive sediment resuspended at a specific bottom shear stress
depends on the turbulent stress at the sediment-water interface and the state of

compaction of the bed (Krone, 1962; Lee et al., 1981; Parchure and Mehta, 1985; Lick
and Kang, 1987; Tsai and Lick, 1987; Maclntyre et al., 1990). Analysis of laboratory and

field data has indicated that the following relationship is valid (Gailani et al., 1991)

«• f= hrl • T2T° (2-11
T,, v To y

where e = net mass of resuspended sediment per unit surface area (mg/cnrr); a0 = site-

specific constant; Td = time after deposition in days; m and n are dependent upon the

5
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deposition environment; r = bottom shear stress due to currents; and r0 = effective
critical shear stress.

The resuspension properties of cohesive beds can differ substantially (Gailani et al.,
1991; Ziegler.and Nisbet, 1994). Variability of erosion characteristics between rivers is
reflected in Equation (2-1) parameter values, with data from different rivers indicating that
the exponent n can range from two to three and the constant a0 may vary by an order of
magnitude. As will be shown in Section 3, laboratory work on Upper Hudson River
sediments has suggested that m in Equation (2-1), which accounts for compaction effects,
may vary from 0.5 to 2, depending upon deposition environment.

The U.S. Environmental Protection Agency (USEPA) has proposed to use Equation
(2-1) in their Upper Hudson River modeling effort, but with parameter values determined
from other river systems (Rodgers and Bierman, 1993). This approach may result in

significant errors in predictions of cohesive sediment erosion and it should not be
considered. Instead, the results of laboratory and field studies on Upper Hudson River

cohesive sediments that are presented in this report should be used.

The importance of using river-specific parameters when applying Equation (2-1) to
the Upper Hudson River is illustrated by the following example. A comparison of the

resuspension potential functions for the Thompson Island Pool, the Fox River in Wisconsin

{Gailani et al.. 1991) and Pawtuxet River in Rhode Island (Ziegler and Nisbet, 1994) is

shown on Figure 2-1. Data used to develop the erosion potential function for the
Thompson Island Pool will be discussed in Section 3. The horizontal axis of the graph is
bed shear stress (dynes/cm2) and this quantity is related to river flow rate, i.e., as flow
rate increases so does the bed shear stress at a given location. The vertical axis of the

graph is erosion potential (mg/cm2).
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The erosion potential functions for the three rivers shown on this figure all have the
same functional form; the differences arise from the river-specific characteristics of the
cohesive bed. To emphasize the importance of obtaining river-specific erosion potential
data, consider the erosion potential predicted in the three different rivers at a bed shear
stress of 30 dynes/cm2. This bed shear stress approximately corresponds to the average
bed shear stress in the Thompson Island Pool during a high flow event (flood). The

predicted erosion potentials are 660, 3980 and 200 mg/cm2, respectively, in the
Thompson Island Pool, Fox River and Pawtuxet River. Using data from other riverine

systems to predict erosion potential in the Thompson Island Pool could thus generate
significant errors. In this case, using Fox River or Pawtuxet River data would result in

errors of 600% (high) or -70% (low). Therefore, river-specific resuspension values,
developed from Upper Hudson River data, should be used when applying Equation (2-1)

"f:-

if accurate predictions of erosion in this riverine system are to be realized.

8
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SECTIONS
EROSION POTENTIAL DATA ANALYSIS

As discussed in Section 2, the resuspension properties of cohesive sediments can
vary considerably from one riverine system to another. Hence, parameter values in
Equation (2-1), e.g., a0 and n, should be based upon data from field and laboratory studies
on cohesive sediments from the Upper Hudson River. This section presents the results of
studies on the erosion properties of Upper Hudson River sediments. Laboratory
investigations, using an annular flume, were performed to study bed compaction effects
on the resuspension of cohesive sediments deposited in a riverine environment and to
estimate critical shear stress values. Measurements of in situ resuspension potential
throughout the Upper Hudson River were made using established procedures applied in
other river systems {Tsai and Lick, 1986; Gailani et al., 1991; Ziegler and Nisbet, 1994).
Analyses of the field and laboratory data were also done to determine river-specific values
of parameters in Equation (2-1).

3.1 Laboratory Study Results

Previous laboratory studies have used an annular flume to investigate various
aspects of cohesive sediment resuspension (e.g., Tsai and Lick, 1987; Maclntyre et al.,

1990). Annular flume studies were conducted to determine erosional properties of

cohesive sediments in the Upper Hudson River. These flume studies were used to derive

Upper Hudson River specific values of Td, m and r0 in Equation (2-1). The procedure used

to determine values of a0 and n in that equation are described in the next sub-section.

Appendix A contains details on laboratory procedures, data presentation and

subsequent analysis. The results of the flume studies indicate that the critical shear

stress, r0, for Upper Hudson River sediments is approximately one dyne/cm2, which is the
same value used in other riverine sediment transport studies (Gailani et al., 1991; Ziegler
and Nisbet, 1994). The maximum time of deposition, Tdmax, was found to be

approximately seven days. This statement means that all cohesive sediments in the bed
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with an age of seven days or greater will be assumed to be seven days old when applying
Equation (2-1). Finally, results of the annular flume experiments indicated that the
exponent m should have a value of 0.5 for cohesive sediment beds formed under
continuous flow conditions, as is typically found in rivers.

3.2 Field Study Results

A field study was conducted during November, 1990 to measure the in situ

resuspension potential of fine-grained, cohesive sediments in the Upper Hudson River.
These measurements were made using a portable resuspension device, commonly called
a shaker, and a procedure developed by Tsai and Lick (1986). The methods used in this
study, a tabulation of the raw data and analysis of these data are presented in Appendix
B.

The data analysis indicates that the exponent n in Equation (2-1) is approximately
three for all of the eight reaches in the Upper Hudson River. However, the site-specific

parameter, a0, is spatially variable and needs to be specified as an average value for each
of the eight reaches. The reach mean values of a0 ranged from 0.067 to 0.340 mg-
day1/2/cm2 and are tabulated in Table B-2.

10
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SECTION 4

SUMMARY

A formulation that expresses the mas's of sediment resuspended from a cohesive
sediment bed as a function of bed shear stress, Equation (2-1), has been successfully
applied in sediment transport studies on several river systems and the USEPA has indicated
that it will also be used in their modeling effort on the Upper Hudson River. As discussed

in Section 2, Equation (2-1) contains river-specific parameters which must be determined

from resuspension studies of cohesive sediments in the Upper Hudson River.

This data requirement has been met as a result of laboratory and field studies. The

results of these studies, which are discussed in detail in Appendices A and B, indicate that

the parameters in Equation (2-1) should have the following values for all of the eight

reaches in the Upper Hudson River: m = 0.5, Td max = 7 days, n = 3 and r0 = 1

dyne/cm2. The reach-specific constant, a0, needs to be specified as an average value for
each of the eight reaches, see Table 1-1.

11
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APPENDIX A

LABORATORY STUDY METHODS AND RESULTS

A.I Sediment Sample Collection

Cohesive sediment samples for the laboratory study were collected from three
different locations in the Thompson Island Pool (Reach 8), see Figures A-1 and 1-1.
Approximately twenty-five gallons of sediment were collected at each site on December
6, 1990. A Ponar grab sampler was used to collect surficial sediments. The sediments

were placed in three separate plastic garbage cans and sealed.

Sediment sample 1 was collected in water four to six feet deep about five to fifteen
feet from shore. This sediment had a grayish silty appearance and also contained some

leaves. Sample 2 appeared to be very muddy and had a gelatinous consistency. This J
sediment was obtained in five to six feet of water at a distance of forty feet from shore.
Sample 3 was taken about ten to fifteen feet east of the island shore in four to nine feet |
of water. This sample appeared to have a sand content lower than sample 1 but higher

than sample 2. Subsequent grain size analysis of the samples showed that samples 1,2 1

and 3 had average clay/silt contents of 55, 51 and 21 percent, respectively.
1%'*a

The sediments were allowed to compact and dewater in the garbage cans for

approximately two weeks after collection. The sediments were then transferred to plastic '
c.

containers, which were lined with plastic garbage sacks to prevent leakage, and shipped
F

to the University of California at Santa Barbara (UCSB) on December 28, 1990.

A.2 Annular Flume Experiments and Results

An annular flume at UCSB was used to study the resuspension properties of the
cohesive sediments collected from the Thompson Island Pool. An illustration of the flume

is shown on Figure A-2. This flume has been used extensively to study the properties of

14
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50'

Figure A-1. Locations in the Thompson Island Pool of sediment samples used for flume
experiments.
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Figure A-2. Schematic of the annular flume.
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cohesive sediments from other aquatic systems. Details of flume calibration and operating
procedure are discussed in Maclntyre et al., 1990 and Xu, 1991.

The primary objective of the flume experiments was to investigate the effects of
bed compaction of sediment resuspension. Two types of experiments were performed to
study bed compaction: multiple shear stress tests and a continuous flow test. The
procedures and results for these two investigations are presented in the next two sub-

sections.

Another goal of these experiments was to estimate the critical shear stress, r0 , of
surficjal sediments in the Upper Hudson River. This parameter, which is used in Equation
(2-1), is difficult to measure directly. Typically, the value of r0 is estimated by observation

in the following way. At the beginning of a flume experiment, the applied bed shear
stress in the flume is slowly increased from zero until the point at which sediment is first

observed to be resuspended from the bed. This shear stress is then estimated to be the
critical shear stress for erosion of surficial sediments, which is what is used in Equation

(2-1). Results of the flume tests on Thompson Island Pool sediments indicated a critical
shear stress of approximately one dyne/cm2.

A.2.1 Multiple Shear Stress Tests

Multiple shear stress tests were performed on each sediment sample using the

following procedure. The flume was filled with sediment to a depth of approximately 6
cm and an overlying water depth of about 7.5 cm. After creating a sediment bed in the

flume, the bed was allowed to compact for 1, 3 or 14 days prior to running the

experiment. No shear stress was applied to the bed, i.e., the flume was not running,
during the compaction period. A total of nine multiple shear stress tests were run; three
compaction times were used for each of the three sediment samples.

At the end of the compaction time, the experiment was started by rotating the lid
«

of the flume at a constant speed which corresponded to a bed shear stress of 1 dyne/cm .

17
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Some sediment was resuspended and the sediment concentration in the flume water
increased, rapidly at first arid then more slowly until steady-state was reached. The
suspended sediment concentration was measured every thirty minutes. After the sediment
concentration reached steady-state, which took about two hours, the speed of the lid was
increased until a shear stress of 3 dynes/cm2 was reached and more sediment was
resuspended. The sediment concentration sampling was continued at thirty minute
intervals until steady-state was reached for a shear stress of 3 dynes/cm2. The multiple
shear stress test was continued by repeating this procedure for shear stresses of 5, 7, 9
and 11 dynes/cm2.

Generally, no significant problems were encountered during these flume tests.
However, gross bed erosion did occur during some of the tests, where gross bed erosion
was defined as the formation in the sediment bed of channels with a depth greater than
1 cm. For sample 1 with one day compaction, the bed began to break down at 580
minutes and a shear stress of 11 dynes/cm2. The bed was quite uneven and possibly

eroded all the way to the bottom of the flume in spots. The sediment bed became non-
uniform at 11 dynes/cm2 for sample 1. with a three day compaction time. The multiple

shear stress test for sample 2 had to be stopped at 7 dynes/cm2 for compaction times of
r^

one and three days and at 9 dynes/cnrr for fourteen days of compaction. Tests on sample
3 were concluded at 7 dynes/cm2 with one day compaction and at 9 dynes/cm2 for three

day compaction. Gross bed erosion was the cause of the test stoppages for samples 2
and 3.

Measured suspended sediment concentrations for the multiple shearstress tests for
samples 1, 2 and 3, with compaction times of 1, 3 and 14 days, are listed in Tables A-1,

A-2 and A-3, respectively. Graphical plots of the data are presented on Figures A-3, A-4

and A-5.
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170 2,476 ""'• 1,596
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5 230 7,053 6,760
260 8,033 9,750
290 8,960 10,915
320 10,067 11,795

• 7 350 14,450 14,067
380 15,970 15,853
410 17,140 18,527
440 17,330 17,960

9 470 -- 23,380
500 -- 24,180
530 - 25,520
560 -- 25,140
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4,216
5,520
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1 1 ,040
12,053
13,907
13,880
19,900
21,640
23,140
24,320
31,930
30,920
30,950
30,710
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A.2.2 Continuous Flow Experiment

The multiple shear stress tests were performed on sediment beds in the flume that
were compacted under zero flow conditions. Other flume research (Xu, 1991) has
indicated that the flow environment under which bed compaction takes place affects the
resuspension potential of fine-grained, cohesive sediments. A continuous flow, such as
in a river, appears to slow the rate at which compaction effects modify the resuspension
properties of cohesive sediments, when compared with similar sediments that undergo
compaction in a quasi-quiescent flow, i.e., a lake. In an attempt to quantify these effects,
a multiple shear stress test was conducted on a sediment bed that had been subjected to
compaction under continuous flow conditions.

The sediment bed in the continuous flow experiment was prepared in the same
manner as the previous multiple shear stress tests and sediment from sample location 2

was used. After initial formation of the bed, the flume was run continuously for 47 days,
from July 20, 1991 until September 5, 1991, at a shear stress of about 1 dyne/cm2. A
short, medium-strength resuspension event was simulated on days 7, 21, 28 and 35 by
increasing the shear stress to 5 dynes/cm2 for two hours, after which the shear stress was

decreased to 1 dyne/cm2. On day 42, a complete multiple shear stress test was
conducted, as described in Section A.2.1, with the exception that the maximum shear
stress was 13 dynes/cm2. The shear stress was then decreased to 1 dyne/cm2 for five
additional days and then a final 5 dyne/cm2 shear test was conducted on day 47. The

sediment concentration in the flume was measured daily during constant 1 dyne/cm2 flow
conditions. During the 5 dyne/cm2 and multiple shear stress tests, water column

concentrations were measured at thirty minute intervals. The sediment concentration data
for this experiment are listed in Table A-4.
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44
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30 1,547
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8/12/91
8/13/91
8/14/91
8/15/91
8/16/91
8/17/91

8/18/91
8/20/91
8/21/91
8/22/91
8/23/91
8/24/91

8/25/91
8/26/91
8/27/91
8/28/91
8/29/91-
8/30/91
8/31/91

' COMPACTION

'.Stress-:.,
(dynes/crrr)

1
1
1
1
1
1
5
5
5
5
5
1
1
1
1
1
1
5
5
5
5
5
1
1
1
1
1
1
1
3
3
3

)ATA FROM tONG TERM :
TEST (continued)

Run Time
(minutes)

15
30
60
90

120

15
30
60
90

120

15
30
60

Concentration
(mg/l)

290
234
242
162
160
134

1,700
1,807
1,970
2,010
2,103

270
194
144
140
66
18

1,623
1,693
1,913
1,927
1,957

98
82

112
78
96
52
60

515
590
657
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3
3
5
5
5
5
7
7
7
7
9
9
9
9

11

11
11
11
13
13
13
13

9/3/91 1
9/5/91 5

5
5
5
5

90
120
150
180
210
240
270
300
330
360
390
420
450
480
510
540
570
600
630
660
690
820

15
30
60
90

120

750
777

1,443
1,600
1,650
1,740
2,100
2,155
2,260
2,250
2,813
3,113
3,300
3,373
4,407
4,780
5,133
5,333
.6,707
7,187
8,513
9,213

198
1,623
1,703
1,773
1,927
1,920

No equipment malfunctions occurred during this experiment. Visual observations
of the sediment bed in the flume indicated the presence of many small, thin worms, less
than 1 cm in length, working the surface of the bed. The worms dug burrows into the bed
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and their heads protruded out of the bed to feed. This bioturbation formed a loose, thin
layer of sediment approximately 0.2 cm thick.

No gross bed erosion occurred during the multiple shear stress at day 42, which
was significantly different than the previous multiple shear stress tests during which the
bed typically became unstable at about 9 dynes/cm2. The bed remained level, even at 11
dynes/cm2. However, during the 13 dynes/cm2 portion of the test, the bed became wavy
and unstable. Examination of the bed after completion of the experiment indicated that
the bed had a gelatinous consistency which was nearly uniform from top to bottom.

A.3 Data Analysis

The flume experiments described in Section A.2 produced data that can provide
insight into the effects of compaction under continuous flow conditions. Sediment

concentrations measured in the flume are directly related to the mass of sediment
( resuspended from the bed, so this data can be used to evaluate erosional effects due to

compaction. The Td"m term in Equation (2-1) accounts for compaction effects; the mass
of sediment resuspended decreases with increasing time after deposition, which is

correlated with bed compaction. However, two questions about the Td"m term must be

answered before applying Equation (2-1). First, at what time after deposition do

compaction effects on resuspension of surficial sediments become negligible? Second,

what is the value of the exponent m?

The continuous flow experiment results can be used to approximately answer the
first question. Previous research has suggested that the effects of compaction on the

resuspension of surficial cohesive sediments become insignificant approximately seven to
fourteen days after deposition {Tsai and Lick, 1987; Maclntyre et al., 1990). Results of
the continuous flow experiment indicate that bed compaction effects become negligible
at seven days or less after deposition. This finding can be demonstrated by examining a
time history plot of the water column sediment concentration data during the 47 day test

*s~^- period, see Figure A-6.

29

314199



u>
H
rf*to
O
O

Suspended Sediment Concentration
(mg/1)

I
>
o>

c
(D
a
0)*-*
CD

C
O
C

o
a>x
•D
(D-i
3
CD

a
DJ
«<
Ul

3
CD

t» (U W
0 O Oo o o

0 0 0 0
^ 1 1 1 1 1 1 1
•e
-o
-o
- 0
-o
- o
-o
•o
e
-0
-o
-o
-0
e
-o
-0
-0
9-
* •
- 0
-o
-o
-o
-o
•o
-0

-o
•o
•e
9-

9

«

e

> •
-o

~ 1 1 1 1 1 1 1

0 8 S 3 g g io o o o o o co o . o o o o c
1 1 1 1 1 1 1 1 1 1 1 1 _

_
_
_
—
_

• ~_
_
_

•—
-
^ ,
V
_

tu tn M.
a a a I
D D 3
CD CD CD "™

o o n -
3 3 3ro ro ro -

_
a • .0 -

«._
—
-
-
-

a ~

I

l l l l l l l i t I l l ~



First, note that the sediment concentration at the 5 dyne/cm2 shear stress test on

day 7 is much higher than measured values at the same shear stress on days 14, 21, 28,
35, 42 and 47. After day 7, the sediment concentration for an applied shear stress of 5
dynes/cm2 is very repeatable (jf.9% and coefficient of variation = 0.07). This result
shows that the bed created in the flume has changed characteristics after the first 5
dyne/cm2 resuspension event. As a result of the day 7 resuspension event, the sediment

in the flume has changed from a bed created under static conditions to a bed formed in a
depositional environment under continuous flow conditions.

The 5 dyne/cm2 resuspension events on days 21, 28, 35, 42 and 47 had times of

deposition of 14, 7, 7, 7 and 5 days, respectively. However, all five events had
approximately the same mass of sediment resuspended in the flume. This result indicates
that the effects of compaction on resuspension .were about the same for sediments
deposited for 5 , 7 or 14 days. Based on these data, a valid assumption when applying
Equation (2-1) is that the maximum time of deposition, Td max , of a cohesive sediment bed

in a riverine environment is seven days. This statement means that all sediments in the
bed with an age of seven days or greater can be assumed to be seven days old when using

Equation (2-1). These results are consistent with experimental work done by Lick et al.

(1995) on the effects of consolidation on resuspension of fine-grained sediments from the

Fox, Saginaw and Buffalo Rivers.

Earlier flume studies on sediments deposited in a quiescent environment have
shown that exponent m in Equation (2-1) has a value of approximately two (Tsai and Lick,

1987). To determine if this value is appropriate for river sediments, the multiple shear

stress data was plotted as a function of compaction time, see Figure A-7. The data on this

plot has been normalized with respect to shear stress, i.e..
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where AN = normalized resuspension potential (mg/cm2) and eM = measured mass of
eroded sediment per unit area (mg/cm2). This normalization allows resuspension data
obtained at different shear stresses to be compared. Furthermore, the slope of a log linear
regression line, for AN as a function of Td, corresponds to the exponent m, which can be
seen from a log transform of AN,

log AN = log a0 - m log Td (A-2)

Using the finding from the continuous flow experiment that compaction effects are

negligible after about seven days of deposition, the assumption can be made that the log
mean of the fourteen day data from the multiple shear stress test is approximately equal

to wnat would have been measured at seven days. Transferring the fourteen-day log mean

value to seven days on Figure A-7 and then performing a linear regression analysis through

the log means at 1, 3 and 7 days results in a slope of -0.5, or m = 0.5. Regressing a line
through the 1,3 and 14 day log mean values would result in m = 0.35. Lick et al. (1995)

reported values of m (which was denoted as n in that paper) ranging between 0.8 and 1.1
for Fox, Saginaw and Buffalo River sediments, providing further validation of the present

analysis.
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APPENDIX B

FIELD STUDY METHODS AND RESULTS

B.I Field Study Description and Procedures

A field study was conducted during November, 1990 to measure the in situ
resuspension potential of fine-grained, cohesive sediments in the -Upper Hudson River.

Surficial sediment cores were collected at twenty locations in the Thompson Island Pool
(Reach 8), see Figure B-1. Samples were also collected at eight locations (two sampling
sites per location) in the seven reaches downstream of the Thompson Island Pool, see

Figure B-2. The cores were collected from shallow, nearshore areas where the sediment
bed is primarily composed of cohesive sediments with varying amounts of fine sand. A

five-inch diameter push core was used to collect the samples, which were typically six to

eight inches long.

The cores were transported to shore within one hour of collection for testing in a

portable resuspension device, commonly called a shaker, see Figure B-3. The procedure
described in Tsai and Lick (1986) was used to measure the in situ resuspension potential

of the collected cores in the following manner. Three surficial cores were collected at each
sampling location and each of the three cores was tested at a different effective shear

stress. Generally, the cores at each site were tested at shear stresses of 5, 9 and 11

dynes/cm2. However, twelve of the sampling locations in the Thompson Island Pool were
•)tested at shear stresses of 5, 7 and 9 dynes/cm . The in situ resuspension potential data

resulting from this study are tabulated in Table B-1.
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TIP-1

River Mile Index

Fort Edward

(Brown. 1688)

Figure B-1a. Locations of in situ resuspension potential stations in the Thompson Island
Pool.
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Figure B-1b. Locations of in situ resuspension potential stations in the Thompson Island
Pool.
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Figure B-2. Locations of in situ resuspension potential stations from Thompson Island
Dam to Troy Dam .
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Figure B-3. Schematic of the shaker.
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:, : : TABLE B-1 . RESUSPENSION WiTElyiTiA^S^UlMS^M'î S^P^^^^^
- . . : • • < : • • • . • - .;.:, . : : : :: - * : :•: X *:,!, -, : . . . . -: : ., . .- ; : : : ; x , ' :

: ; ::: •.:.:,: «> ;;; | ; •;:;": Vi ^ .i;::;:.: vS,". .•WiSSimS^Sî ^SgSSSffi;:!̂ ^^^^ SSiiSS^ :

Resusperisiqn Potential (mg/cm2)

Station

TIP-1

TIP-2

TIP-3

TlP-4

TIP-5

TIP-6

TIP-7

TIP-8

TIP-9

TIP- 10

TIP-11

Deoth (Ft.)

5

5

5

8

6

10

8

5

14

7

9

ri_5 y-iy

0.11

0.41

1.06

0.29

0.68

0.35

0.64

0.06

0.21 7.05

1.82 10.26

4.26 5.23

r = 9 r = 11

3.76 13.24

2.05 7.20

3.70 13.91

5.57 16.97

3.54 8.95

4.33 22.18

9.7 12.96

3.71 0.47

11.02

12.21

8.74

: '•''•'• - '•• .:•"•-.'-. .•:'• '•'••• '-.'.;• '•'.-. . .-.- .'-. ':- • '•:' .-V-:' '.- ̂ ^:-^^.-^''^-y--- •:- ̂ y^<<^ :':-:':""':':-::S^::':::::-:;:::::xi •:::-:-:-:"'-:-:::::::'::;'""':;''̂ '-'---;:'-:- '" ;.:>-".:::.:-:::.:::::::'::"-: •.- '. , - • - • •• ..-.-.;.-,•...•-;•• •' -'. - • •.-•.-.-:•..-:-.-••-;-:-:-:-:-:-.-•••-:-•..••- •••:•:•:•:••:-.•:•••••-•- -•••-•-•.;:.• .-.-.-.-.-.•.:-:-;.:.;.:.;... --;•:•••:•••:•-•.•••'••••••-••••••••.-.-.•.•.•-.-;.-. -.-.•.-.•.•.•-•.•.•••. -..-.-.
• - - • • • • • • - . : • . • • • ' : . - . . •:••.•.•.-:-:-:•::...:•:•:•:•:•;•:•:•:•:.•:•:-;:•:-:••:•.:-::•. ;•:.•: -:::-:•.•••:•:•:-:-:.:-::•:.•-:-:-:-:-:•:-:•:-:•: •:•:;•:•:•:•..:•:•:• •:•.-:•:•:•:•:•:•.>••':-:•: .•::::-:::v:-:v'-.¥- :--':::'-:'-

• ' . ; -^
Fine sand to silt, grass and weeds growing on bottom, very compact,
difficult to core, most of the bottom was hard but not gravel.

Mixture of silt and sand with more silt on surface and more sand under
surface. Some organic on surface, but not as much as TIP-4. -80 percent
sand in these cores.

Very soft fine sand to silt, lots of organic floes on surface, resuspends very
easily, cores taken on outer bend of river, very shallow area, lots of
sediment deposition.

Soft mud, very silty, organic debris on surface, cohesive like a gel, lot of
zooplankton, some sand mixed in.

Very silty, soft, lots of organic debris, not as much flocculation, a lot of fine
sand mixed in, a few roots and some zooplankton.

Silt, some fine sand, lots of organics, fibers, loose floes.

Silt, some organics and fiber.

Coarse sand, difficult to core, some gravel and organic debris, very little
organic debris.

Soft mud, a lot of roots, loose floes.

Soft mud, loose floes, some zooplankton and wood fiber, easy to resuspend,
sediment bed is patchy mud/gravel.

Soft mud, loose floes.
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CO

Station

TIP-12

TIP-13

TIP- 14

TIP- 15

TIP- 16

TIP- 17

TIP-18

TIP-19

TIP-20

R7-E

.:0::-;::;;:-:-:":^::!-!-'::-:V/:C-!-:-:::::':-::::: •

j:::j:;:;:;:-::&:-£*::::x 'xjx^-jiv;*; v-|:|:".

t bebth W

7

11

6

5

5

11

8

7

"IB •"""""

6

B-:'lt:W':C

ISIIlif
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2.52

2.37

3.48
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1.23

3.24

1.14

8.30

0.40

5.78
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13.79 15.70

14.29 12.52

8.44 21.37

5.46 10.23

2.93 22.67

6.60 28.84

12.68 9.74

14.39 25.25

0.99 8.32

6.54 43.99
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Very soft mud, loose floes, small amount of fibers and wood, .some
zooplankton.

Soft mud, some bottom plants, zooplankton, some wood chips and fiber.
Sediment bed has steep slope from shore and changes rapidly from mud to
gravel.
Soft mud, loose floes.

Soft mud, loose floes, wood fibers, lots of organics, some zooplankton.

Soft mud, loose floes, lots of zooplankton and worms, some wood fiber,
resuspends very easily.

Soft mud, loose floes, some wood fiber, small amount of dead grass,
resuspends very easily.

Soft mud, loose floes, easily resuspended, organic fibers perhaps which the
floes attach to; some organic debris, wood fibers and roots.
Soft mud with loose floes, lots of organic debris including wood chips, fiber
and dead weeds, very easily resuspended.

Soft mud, floes, some wood fiber, tuberous roots throughout cores, low
amount of resuspension, cores surface layers were very irregular due to
roots, sediment was fairly compact at bottom of core.

Fine sand, silty surface with some organic growth, some flocculation on
surface, clay in lower portion of core. Some snails on surface. Clay has
grey color.
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TABLE B-1 .. RESUSPENSIO

Resusperisiori Potential (mg/cm2)

Station

R7-W

R6-E

R6-W

R5-1E

R5-1W

R5-2E

R5-2W

R4-E

R4-W

R3-E

R3-W

R2-E

R2-W

R1-E

R1-W

Depth (Ft.l

12

10

7

7

7

5

-

5

-

7

7

5

6

6

7

1.

3.

8.

0.

1.

4.

4.

19.

11.

6.

1.

1.

0.

12.

1.

.F;̂ 7
16

16

85

88

26

87

12

40

76

16

16

57

40

04

69

2

8

19

6

12

25

36

62

30

29

27

23

2

20

13

.36

.00

.63

.80

.49

.44

.24

.52

.99

.59

.73

.80

.31

.35

.25

"•is.
9.

13.

11

29

66

NPptENTIAL ^TLJDJ |JJlMA|t||HPÎ ^ M ll̂ ^̂ l̂;

' : "' " ' :' "' ^!M:&S^^^M^^K^
Fine sand, not much flocculation, very little organic or growth,
uniform core, fine sand with a little silt. No zooplankton, but some
small clams below the surface. Sand has reddish brown color.

Loose floes on surface, silt mixed with sand in upper inch, clay below

C;|l;;:;;S:v::

Very
very

that.

Clay to silt, loose floes, not much debris or organics, some small roots on
surface, very soft.

60.

44.

47.

38.

56.'

44.

44.

48.

43.

23.

94.

59.

78

57

81

54

91

42

00

59

17

03

91

17

Fine sand, leaf debris, dead weeds.

Clay to silt, leaf debris, dead weeds, a little organics.

Sandy, very fine, silt mixed in, very little organic debris.

Fine sand and silt, fairly soft, no organic debris, not much flocculation on
surface.

Fine sand with clay, fairly compact, not much organic debris.

Fine sand and clay with a lot of organic debris mixed in.

Fine sand with some fine silt or clay mixed in, not much organic debris.

Fine sand with some clay. Lots of zooplankton and little shrimp,
organic debris and weeds growing.

Fine sand in top layer with a light colored clay on the bottom layer.

Sand and silt, not much organic on the surface, very little flocculation.

Fine sand and silt.

Sand and silt mixed together.

some

CO
H

H
H
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B.2 Data Analysis

The objective of the field study was to obtain data that could be used to determine
values of a0 and n in Equation (2-1) that are appropriate for cohesive sediments in the
Upper Hudson River. Studies in other rivers have shown that the exponenf n can range
from two to three (Gailani et at., 1991; Ziegler and Nisbet, 1994). Examination of the

resuspension potential data from the eight reaches of the Upper Hudson River indicated
that setting n equal to three for all of the reaches was a valid approximation.

The only remaining parameter in Equation (2-1) that must be determined is the site-
specific constant, a0. The flume experiments described in Appendix A were used to set
values of r0, m and Tdmax . The assumption will be made that the depositional age of
collected cores was seven days, i.e., Td = Td max in using the resuspension data to
determine a0 in Equation {2-1}. This assumption is valid because the cores were collected

at a time when negligible deposition had occurred during the previous three to four weeks.
Thus, the value of a0 for each of the collected cores was calculated using a manipulated

version of Equation (2-1)

a0 = T.% ()- eM = 2.65 (t - I)'3 eM (B-1)
To

where T™ max = 7°-5 = 2.65 and €M = measured resuspension potential for a particular

core (mg/cm2).

As in any riverine system, variability in cohesive bed composition resulted in a0

values ranging over nearly two orders of magnitude for the cores tested in the Upper
Hudson River. The goal then was to 'determine the mean value of a0 that was
representative of cohesive sediments throughout the system; jsystem average values have

been used successfully in other sediment transport studies (Gailani et al., 1991; Ziegler

and Nisbet, 1994). However, significant variation of a0 between the various reaches of

the Upper Hudson River made it necessary to determine the mean value of a0 for each
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reach instead of calculating a global average for the entire system. The reach average a0
0*k£

values for the Upper Hudson River are presented in Table B-2. Note that cores from twe-
\**5v«<C

stations? in the Thompson Island Pool (TIP-8 anJTIP-IQ) wefe-'not included in the averaging
+Vat **•

process because the a0 values for the cores at -those location}! appeared to be outlier .̂
Examination of the visual description of these cores supports this decision.

IHil̂ ^

8
7

6
5
4

3

2
1

l^ll^^^^^ja^l^tttTi2^ •• /
0.071
0.079
0.135
0.116

0.340
0.140
0.067
0.192

Standard deviation ••
0.062
0.087
0.135
0.058
0.266
0.067
0.047
0.165

•̂ f|)|(|||ii|j|0?:-l
54- 57
6
5

12

6
6
6
6
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Appendix C

List of Acronyms
List of Variables
List of Equations
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• • ; . : . . y . - ,.;: -••" ; : . . , : . , ; • • • . ; , ' . • ' : • ~Iistt>f Acronyms ' . . • v;:.:-:. : - ; ; rfv.. ' . . ; / • - . / : , • - • "
• - - . . - ' • , - ' • " • : ' . • • . . . ; • . • ' ' . . - • . - : . . . . - -Name ' " " • - ; ' " . - . : . . : . : ' / . . : • ' - ' • . ' • • . . ; ' :- : ' ,

Adirondack Hydro Development Corporation
apparent specific dynamic action
benthic macroinvertebrates
biota-sediment accumulation factor
Comprehensive Environmental Response, Compensation, and
Liability Act
chlorine atoms per biphenyl molecule
dense non-aqueous phase liquid
di-2-ethylhexyl phthalate
dissolved or colloidal organic matter
Food and Drug Administration
gas chromatographic
General Electric
Geographic Information Systems
Griffin Island
mean sea level
metric tons
mile point
minimum variance unbiased estimator
New York State Department of Environmental Conservation
New York State Department of Health
north of Snook Kill
organic carbon
parts per million
phytophilous macroinvertebrates
polychlorinated biphenyl
tri and higher polychlorinated biphenyl
Potentially Responsible Parties
Quantitative Environmental Analysis
Reassessment Remedial Investigation/Feasibility Study
Record of Decision
root mean square
Sediment transport model that was originally developed by
Ziegler and Lick
TAMS Consultants, Inc.
Thompson Island Dam
Thompson Island Pool
total suspended solids
tropic level one through four of the food web
U.S. Environmental Protection Agency
U.S. Geological Survey
Weight-loss-on-ignition

Acronym
AHDC
ASDA
BMI

BSAF
CERCLA

Cl/BP
DNAPL
DEHP
DOM
PDA
GC
GE
GIS
GI

MSL
MT
MP

MVUE
NYSDEC
NYSDOH

NTIP
OC
ppm
PMI
PCB

PCB3+
PRPs
QEA

RRI/FS
ROD
RMS

SEDZL

TAMS
HD
TIP
TSS

TL1-TL4
USEPA
USGS
WLOI

QEA, LLC May 1999
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Volume 2
List of Variables

Symbol
A

Aei
As

Atrib

3o
ac

aF

kocps

a$w

Aroclor10i6
Aroclori254

b
B
BH

BAF
Pi

P>Y,P

BSAF
BSAFe

c

Cact

Cair
pV^avgj

Cd

Cdc3+

Cdom
cf

CFE
Cf.min

Ci

Cj

Cij

Definition
cross-sectional area (L2) (in Chapters 2-4)
active gill surface area (L2)
sediment surface area in TIP (L2)
sediment rating curve coefficient
site-specific constant for resuspension potential eqn.
efficiency at which ingested chemical is assimilated from
prey
fraction of ingested energy that is assimilated (in Chapter
5)
drainage area proration adjustment factor for Fort
Edward to Stillwater drainage basin, for month k
drainage area proration adjustment factor for Stillwater to
Waterford drainage basin, for month k
concentration of PCB Aroclor 1016 (M/M)
concentration of PCB Aroclor 1254 (M/M)
reach-dependent exponent, dam rating curve
adjustable constant, active layer thickness eqn.
horizontal eddy viscosity (L2/T)
bioaccumulation factor (L3/M lipid)
drainage area proration factor for tributary i between Fort
Edward and Waterford
coefficients of the relation among weight, temperature
and respiration
biota-sediment accumulation factor (M OC/M lipid)
energy-based BSAF (M OC/kJ)
concentration of PCBs dissolved in the water (M/L3)

activity multiplier for respiration
vapor phase PCB concentration in air (M/L3)
average concentration of PCB in layer j (non-cohesive or
cohesive) within a cohesive or non-cohesive area (M/M)
downstream dissolved PCB concentration (M/L3)
concentration of dechlorinatable PCBs* (M/L3)
concentration of PCB bound to DOM (M/L3)
spatially variable bottom friction factor
suspended sediment-concentration at Fort Edward (M/L3)
minimum bottom friction factor
concentration of PCB in sample i located within layer j
(M/M)
concentration of PCB in cohesive zone i, for a given
layer (M/M)
predation or consumption rate of species i on species j
(M-wet prey/M-wet predator T)

Equation #
2-1,4-22
5-4, 5-6
4-28, 4-30, 4-31
3-20
3-7
5-3,5-10,5-14,5-26

5-21, 5-26

2-7,2-10,2-11

2-8, 2-10

4-37
4-37
2-12
3-10
2-4,2-5
5-1
2-7, 2-8, 2-9, 2-10,
2-11
5-18

5-2, 5-23
5-23
4-2,4-3,4-5,4-7,
4-13,4-14,4-16,4-23,
4-28, 5-1, 5-3, 5-8,
5-10, 5-14
5-18
4-23, 4-25
4-38, 4-39

4-25
4-26
4-13,4-14,4-16,4-28
2-4, 2-5, 2-6
3-19
2-6
4-38

4-39

5-3, 5-10, 5-14, 5-21

QEA, LLC May 1999
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Volume 2
" :VV;^'------:\--.-V.y;:--;\.^ : '1^ ' • ̂ '-^ Y: ' '''

Symbol
ck

Co2

CR
CT

CTRI

CS1999

Cst

Ctrib
CTSj99g

CTst
CTTID

cu
(c+Cdom)s

D
Dk
dnon

Ds

Dtot

Dw
DAHR
DAj

DAKC
dso

Ed
En

Ex,y,z

•E<X5 *iy

€

Tl
T!DAM

; ;v-v;: - •- :. • .'•: ;: : . ;/- ^; vV^DefSjiitioii' -r^: •:•.;-. '-.;;, . . : .. ••,• \ >. .-
concentration of suspended sediment of size-class k, k =
1 or 2 (M/L3)
oxygen concentration of water (M Oj/L3)
chemical excretion multiplier
total PCB concentration (M/L3)
PCB3+ in the water column at Rogers Island (Rt. 197 Br.
station) (M/L3)
concentration of pore water PCB in sediment at year
1998 (M/L3)
concentration of pore water PCB in sediment at year t
(M/L3)
tributary suspended sediment concentration (M/L3)
total PCB concentration in the sediment in year 1998
(M/L3)
total PCB concentration in the sediment (M/L3) in year t
PCB3+ concentration in the water column at TID (TID-
PRW2 station) (M/L3)
upstream concentration (M/L3)
the average surface sediment pore water dissolved +
DOM bound PCB3+ concentration in TIP (M/L3)
reach-dependent constant, dam rating curve
deposition flux of size-class k, k=l or 2, (M/L2T)
effective particle size on non-suspendable bed material
(L)
molecular diffusivity of the PCBs in sediment pore water
(L2/T)
Depositional flux of solids (classes 1+2) calculated by
the sediment transport model (M/(L2T))
molecular diffusivity of the PCBs in water (L2/T)
drainage area at Hoosic River gauge (L2)
drainage area for tributary i between Fort Edward and
Waterford (L2)
drainage area at Kayaderosseras Creek gauge (L2)
median particle size of bed sediment (L)

dispersion coefficient (L2/T)
particle mixing coefficient (L2/T)
dispersion coefficient along the x, y, or z axes,
respectively (L2/T)
horizontal eddy diffusivities along the x- and y-axes,
respectively (comparable to Ex, Ey in Chapter 4) (L2/T)
net mass of resuspended sediment per unit surface area
(M/L2)
water surface displacement from the reference depth (L)
water surface elevation above dam crest (L)

Equation #
3-1,3-2,3-3,3-6,3-12

5-5, 5-7
5-16, 5-27
4.4, 4.5, 4-6, 4-13
4-28, 4-30, 4-32

4-30,4-31

4-29,4-30,4-31

3-20
4-31,4-32

4-31,4-32
4-28, 4-30, 4-32

4-25
4-14, 4-28

2-12
3-1, 3-2, 3-6
3-11

4-16

3-21,4-4

4-34, 4-35
2-9
2-9

2-9
3-10, 3-14, 3-15, 3-16,
3-17,3-18
4-13
4-13
4-2, 4-3, 4-4

3-1

3-7, 3-8

2-2, 2-3, 2-4, 2-5
2-12

QEA, LLC May 1999
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-^;-:»'V'-:- : :V''--^--^7V'V' List of Variables ... • " - • • • - - ;-i ••

Symbol
fa,k

fs
fc
fd

£lom
fo

iDiet.i

fniet.PMI
f<

fij -:

fk

fl, fir

ft,
fp

fpMl.i, fBMI.i
Isus
g
G
G

G,Gi
r
h

H
H
ho
HT

rlveg
AH°

JD
Jot

JiJ
k
ki

k2

.••::'^f
:- ••;."...: Definition . . .

fraction of class k sediment that is suspendable in the
active layer
weight fraction of whole body that is blood water
weight fraction that congener c comprises in fish
fraction of total PCB in dissolved form
fraction of total PCB sorbed to DOM
fraction dry weight of fish (M-dry/M-wet)
proportion of order i expected in the diet of the fish
proportion of PMI in the diet
fraction of cohesive zone i relative to total cohesive area
within segment j
fraction of the total energy consumed by predator i that
consists of prey j
.fraction of class k sediment in the surficial layer of the
bed that is suspendable, k = 1 or 2
fraction lipid of the species i (M-lipid/M-wet)

fraction of total PCB in paniculate form
fraction protein (fi, - fo)
proportion of order i in all PMI or BMI samples
fraction of suspended sediment (fi + f2)
acceleration due to gravity (L/T2)
water column shear stress (dynes/L2)
entrained air flow rate (L3/T)
growth rate of species i (M-wet/M-wet-T)
class 2 stratification correction factor, deposition flux
total water depth (ho + r|) (L)

dune height (L)
dimensionless Henry's Constant
reference water depth (L)
Henry's Constant at temperature, T (Pa*m3/mol)
vegetation height (L)
net change in enthropy (heat content) of the reaction

areal flux rate due to diffusion (M/L2-T)
flux of PCB from the sediment to the water column at
time t (M/L2-T)
vertical pore water diffusive flux between elements i + j
(M/L2-T)
von Karman's constant (0.4)
chemical mass transfer coefficient from blood to the
environment (1/T)
chemical mass transfer coefficient from blood to lipid

Equation #
3-11

5-16
5-27
4-5,4-8,4-10,4-31
4-12
5-24
5-22
5-22
4-39

5-21, 5-26

3-9, 3-17

5-16, 5-20, 5-23, 5-24,
5-27
4-4,4-6,4-9,4-11
5-20
5-22
3-15
2-2, 2-4, 2-5
3-3
4-25
5-3, 5-17
3-6
2-3, 2-4, 2-5, 2-6, 4-4,
4-15, 4-23, 4-34, 3-1,
3-13
3-12
4-23, 4-24, 4-25
In definition of h
4-33
3-22, 3-23
4-17,4-18,4-20,4-21,
4-22
4-14,4-15
4-29, 4-30, 4-32

4-16

2-6
5-10, 5-14

5-10,5-11,5-12

J

•n

QEA, LLC May 1999
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V.V;'' -••—List of Variables

Symbol

k3

K2
kdc

K<Joc

kf

ke

Kgill
ke!

kgio2
Ki
k,
kL
Ko

"OW,C

Kp

Kpi
KP2

Ku, Kuj

Kuo2

li
lij
LT
LT.i

X
X, Xiorjort

Xinv

Xo

m

m
nidoc

Definition
(1/T)
chemical mass transfer coefficient from lipid to blood

desorption coefficient (1/T)
first-order rate constant for dechlorination (1/T)
the partition coefficient between PCBs sorbed to DOM
and freely dissolved (L3/M OC)
sediment pore water-water column mass transfer
coefficient (L/T)
vapor phase mass transfer constant (L/T)
gill elimination rate (M/MT)
mass transfer coefficient of the gill (L/T)
mass transfer coefficient of oxygen at the gill (L/T)
rate constant for excretion of chemical by species i (1/T)
water phase mass transfer constant (L/T)
volatilization mass transfer coefficient (L/T)
adsorption coefficient (L3/M-T)
octanol/water partition coefficient for congener c (L3/M)
adsorption partition coefficient (L3/M)

partition coefficient at temperature TI (L3/M)
partition coefficient at temperature T2 (L3/M)
rate constant for respiratory chemical uptake by species i
(L3/M-wet-T)
oxygen uptake rate (L/M-wet-T)
weight assigned to sample i, indicating the fraction of
sample within layer j
mixing length between adjacent sediment bed segments
(L)
total length of the fish (L)
total length of the fish at age i, back-calculated (L)
bed porosity
energy density of animal i or j's tissue or at time t (E/M-
wet)
energy density of the invertebrate sample (E/M-wet)
conversion factor representing the amount of energy
made available during respiration of one gram of 02 —
13.7 kJ/g O2
Concentration of the solids [M/L3]

mass of the organism (M-wet)
concentration of dissolved organic matter expressed in
terms of organic carbon (M OC/L3)

Equation #

5-10,5-11,5-12,5-14,
5-15
4-2, 4-3
4-26
4-10,4-11,4-12

4-14, 4-28, 4-29

4-24
5-16, 5-27
5-4, 5-7
5-6, 5-7
5-3
4-24, 4-34
4-23, 4-24
4-2, 4-3
5-27
4-7,4-8,4-9,4-10,
4-11,4-12,4-17,4-18,
4-20
4-21, 4-22
4-21, 4-22
5-3, 5-4, 5-7, 5-8,
5-10, 5-14, 5-16, 5-27
5-5, 5-6
4-38

4-16

5-25
5-25
3-11
5-19, 5-20, 5-21, 5-26

5-23, 5-24
5-19

3-21,4-1,4-2,4-3,
4-4, 4-8, 4-9, 4-10,
4-11,4-12
5-10, 5-14
4-10,4-11,4-12
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List of Variables

Symbol
mei
me

mL

u
n
n
N

Ntrib

V,Vjorj

VB

VL

%OC
P
P

Pi.Pt
Pk

PCB3+
ftLB

q
Q

QDAM
QFE
Qoc
QHR
Qi

OKC
Qtnb
fittb

k0FE

k0HR

k£?KC

k0ST

Definition
vegetation stiffness
mass of blood in the organism (M)

mass of lipid in the organism (M)

viscosity of water (centipoise, 10~2 g/cm-s)
Manning's coefficient (T/L1/3)
shear stress exponent
consolidation exponent
tributary rating curve exponent
concentration of chemical in species i or j (M/M-wet)

concentration of chemical in blood (M/L3)

concentration of PCBs in the organism (M/M lipid)

percent organic carbon of paniculate matter
particulate PCB concentration [M/L3]
pressure (M/L-T2)
energy usage rate for species i or at time t (E/M-wet-T)
probability of deposition for sediment class k, k= 1 or 2
concentration of PCBs+ (M/M)
equilibrium partition coefficient of the contaminant
between the lipid and aqueous blood (M-aqueous/M-
lipid)
resolved velocity vector (ux

2 + uv
2)172 (L/T)

river flow rate (L3/T)
flow rate at dam (LJ/T)
Fort Edward flow rate (L3/T)
measured flow rate at Glowegee Creek gauge (L3/T)
measured flow rate at Hoosic River gauge (L3/T)
estimated flow rate in tributary i between Fort Edward
and Waterford (L3/T)
measured flow rate at Kayaderosseras Creek gauge(L3/T)
tributary flow rate (L3/T)
mean flow rate of tributary (L3/T)
mean flow rate at Fort Edward, for month k (L3/T)
mean flow rate at Hoosic River gauge, for month k(L3/T)
mean flow rate at Kayaderosseras Creek gauge, for
month k (L3/T)
mean flow rate at Stillwater, for month k (L3/T)

Equation #
3-22, 3-23
5-9,5-10,5-11,5-12,
5-14
5-9,5-10,5-11,5-12,
5-14, 5-15
4-35, 4-36
2-2
3-7
3-7
3-20
5-3, 5-9, 5-10, 5-14,
5-16, 5-26, 5-27
5-8,5-9,5-10,5-11,
5-12, 5-13, 5-14, 5-15,
5-16, 5-27
5-1,5-2,5-9,5-10,
5-11,5-12,5-13,5-14,
5-15
4-27
4-1,4-2,4-3,4-6,4-13
4-17
5-19, 5-21, 5-26
3-2, 3-4, 3-6
4-37
5-13,5-14,5-15,5-16

2-4, 2-5
4-25
2-12
3-19, 4-28, 4-30, 4-32
2-11
2-10
2-10,2-11

2-10
3-20
3-20
2-7
2-7, 2-8
2-7

2-7, 2-8
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-"•.'-...••'•••"'•'•"••••••'•/- Listof Variables ,: : -''— - - ^::^-'. : ;.
Symbol

k7>Je?WA

r

R
R

R,Rt
Rk

R,Rt
Rs

Rs.i
Tjoc

Rtot, coh
Pa

. 5s
Sb

SD

Si

Sv

t
T

Ta

Td
Tb

tb.min
Tc50

Tcr

Tmax

Tne
e
u

Ux, Uv, Uz

; ' ->x : . ; - ; •••••••• : Definition ^.^••'•^•••''' ' • /;vV:-v^
mean flow rate at Waterford, for month k (L3/T)
mass of chemical/unit mass of solids (M/M) (in Chapter
4)
hydraulic radius (L) (in Chapter 2)
universal gas constant (in Chapter 4)

respiration rate (at time t) (MO2/M-T)
resuspension (erosion) flux of size-class k, k = 1 or 2
(M/L/T)
respiration rate (at time t) (MOa/M-T)
radius of the scale (L)
radius of annulus i of the scale (L)
concentration of PCBs on sediment particles (M/M OC)
total resuspension rate (M/L2-T)
density of aqueous blood (M/L3)
fraction of area covered with non-moving particles
summation of all sources and sinks (M/L3-T or M/M-T)
sources and sinks, including dechlorination and
biodegradation (M/L3-T or M/MT)
PCB flux between sediment pore water and water
column (M/L-T)
sources and sinks of PCB component i due to reactions,
phase transfers and resuspension of contaminated bed
sediment (M/L3-T or M/M-T)
PCB flux due to volatilization (M/L-T)
time (T)
temperature (°C or °K depending on eqn)

active layer thickness (L)
time after deposition (T)
Bottom shear stress (dynes/L2)

bottom shear stress below which PI = 1 (dynes/L2)
critical shear stress for initiation of bed load based upon
the parent bed dso (dynes/L2)
effective critical shear stress (dynes/L2)
maximum bottom shear stress in non-cohesive bed area
at a given flow rate (dynes/L2)
normalized bottom shear stress (ib/Tmax)
non-dimensional bottom shear stress
porosity (L3 water/L3 total)

velocity [L/T]
the velocities along the x-, y- and z-axes (L/T),

, Equation #
2-8
4-1,4-7

2-2
4-17,4-18,4-20,4-21,
4-22
5-7, 5-18, 5-19
3-1, 3-9

5-7,5-18,5-19
5-25
5-25
5-2
3-8, 3-9
5-8, 5-19
3-12
4-4
4-13

4-15

4-2, 4-3

4-23
numerous
4-17,4-18,4-21,4-22,
4-19,4-20,4-33,4-36,
5-18
3-10,3-11,3-12
3-7
3-5, 3-7, 3-10, 3-14,
3-22
3-5
3-10

3-7
In definition of tn

3-16,3-18
3-13,3-14
4-8,4-9,4-10,4-11,
4-12
4-34
2-1,2-3,2-4,2-5,3-1,
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Symbol

F

AV°
w

W,W,

W(t)base
W(t)oulse

"(t)resuspension

W(t)total

ws
Ws

ws,k
WLOI375

WLOI450
y
Z0

Zo,fp

Definition \^: . • - • . . - • ' ' ^ , - ' - • ' '
respectively
the molar volume of the PCB (L3/mol)

net change in volume of the system (L3)
dummy integration variable
wet weight of the animal (at time t) (M-wet)

average base load for a given year (M/T)
estimated pulse load for the given time period, t (M/T)
ravg -TSS-Q;ravg is average PCBs+particulate
concentrations (M/M) for a given year during high flow
events, TSS is the total suspended solids during the high
flow event (M/L3), and Q is the flow during the event
(L3/T)
total load at Fort Edward for the given time period, t
(M/T)
settling velocity of the particulates (L/T)
effective settling speed (L/T)
sediment settling speed of sediment class k, k = 1 or 2
(L/T)
weight loss on ignition at 375°C (%)
weight loss on ignition at 450°C (%)
probability of deposition parameter
effective bottom roughness (L)
effective bottom roughness for a vegetated flood plain
(L)

Equation #
4-2, 4-3, 4-4, 4-13
4-35

4-17
3-4
5-4,5-6,5-17,5-18,
5-19
4-40
4-40
4-40

4-40

4-3
3-21 .
3-2, 3-3, 3-6

4-27
4-27
3-5
2-6
3-21

Note: M = mass, L = length, T = tune, E = energy
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LIST OF EQUATIONS

SECTION 2

dA 3(M) _ n
—-—— T """"""'"""""" — \J

dt dx
(2-1)

n
dt 2 dx dx R,4/3 (2-2)

drj d(uxh) d(uyh)_
.......... ^. ...__.,..__„,..__., ^ . .., , „„„,..,.„,. , ,,,__

dt dx dy (2-3)

cbc

ax: dy dx
H

( H dx) dy( H dy
(2.4)

'

_
dy f* y dx( " dx). dy( " dy

(2.5)
^ '

C' *" r (2-6)

*— *—

i=l ;=8 ', Q> (2-7)

(=10
(2-8)
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DA,

DA,
DA1HR

(2-9)

' = 8.9 (2-10)

(2-11)

(2-12)
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SECTION 3

^ =—\hEx^\ + — \hEv ,
dx dy dx\ dx ) dy\ dy ) (3-1)

J.l (3-2)

(3-3)

(3-4)

7 = 2.04 In 0.25|-^——lie1-27**- (3-5)

rcl *- (3-6)

T >T
' * c (3-7)

3600
(3-8)

= fk*\ot, coh (3-9)

T —•'•a ~

2d,SO

2d.50

<Tc50

» Tb — T c50
(3-10)
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ifn*

(3-12)

= /z(o.08 + 0.750 -2.0102 +2.6303 -1.0904) (3-13)

0 = 6xl(T4- (3-14)

= 135 f^61 (3-15)

. rn<0.45
, rw>0.45

(3-17)

, n .
= 6000rn

2 , rn>0.45

( o V= 4.5 ^FE , OFE < 10,000
(l 0,000 ) FE

<3-19)
, QFE> 10,000

• Qtrib^Q,rib

_ (3-20)
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= —— (3-21)m

T*

/ = 25.4 H2™ (3-2.3)
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SECTION 4

1= rm (4-1) -^

*"- V T-. l/l- I' 1-, '-"' V T-. I"- V— = — £,— +— E— \ + — E2— -—uxcdt dx\ dxj dy{ y d y j dz{, dz) dx
d d TJ, TJ- a, \— —u c ——uzc - K0mc + K2p ± o](,s,iy,z,r)

dy dz

dcT

~di~

,
M A A

—— UyP""T U:P + -T-WsP + KomC-dy dz dz

= Af£>VAf£^l_^£L_!!l/L_i(/ ]±s
dx{ x dx) dy{ y dy) dx dy hm^JpT'

c = fa . (4-5)

P = fpcT (4-6)

r = KJC (4-7)

L = ——-—— (4-8)Jd ^ '

(4-9)
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e (4-10)

f = *>
•* P r\ . iv _. . r-* (4-11)

J dom (4-12)

~dr~azl p~dz)~dz\ " Sz dz •±5fc (4-13)

JD = kf [(c + c^ X - (c + cdom X, ] (4-14)

(4-15)

(4-16)

(4-17)

[ ar (4-18)

r r2 (4-19)
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d\nKp _ A/T
n R (4-20)

Kp2_ A / T f l 1
K, R T

(4-21)

ln-£
-A/T £„ (4-22)

h H
(4-23)

*,*/
ki—

(4-24)

1
1 I G H1 1 0

*.+

(jr/i
g

i+
CT
oJ \

(4-25)

^
dt

(4-26)

%OC = 0.528 *WLOI 450
(4-27)

r-r |CT - CT— ^ TID *> (4-28)
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(4-29)

(4-30)

(4-31)

,
~ AAsS

(4-32)

) = 22.57- 5753 (4-33)

(4-34)

.13.26x10"5

~
(4-35)

=100
1.30U103

I Q998.333+8.1855(7"-20)+O.OOS85(7'-20)2
--3.30233

(4-36)

= 1.113*(Aroclorioi6+ Aroclori254) (4-37)

(4-38)
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(4-39)

W(t)total = W(t)base + W(t\esuslKnsion + W^^ (4-40)
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SECTION 5

(5-1)

BSAF = - (5-2)
rsoc

Kuic + ac C9vj - (K, + G>, (5-3)
y=i

w

(5-5)

(l- ^(5"6)

(5-7)

Gill exchange=Ku(c-vB) (5-8)

vm = vBmB +vLmL (5-9)

V - k2vBmB + kzvLmL (5-10)
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= k2vBmB -k3vLmL (5-11)

k2vBmB = k3vLmL (5-12)

(5-13)

«*

——~

+ULBJL

(5-14)

(5-16)

/? = pW*epTcacl (5-18)

(5-19)

A =39.5/^+20.08^ (5-20)

(5-21)
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JDiet,i ~ JDiet,PMlJPMI,i + U ~ JDiet.PMI )JBMI,i (5-22)

BSAF, = BSAFl - (5-23)

A I f }
-^ = 19.42 + 20.08 ±2- (5-24)/i UJ

(5-25)

(^ N S' _ r/^ •,/ ~ I KVCRV }\^ fc
' ^g,// ~ A«C/?VB * —7— 2liT

V •'i /c=1 ^*-O»',
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