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DISCLAIMER

This report was prepared under contract to an agency of the United States Government. Neither
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product, model, formula, or processdisclosed inthisreport, or representsthat itsuse by such third
party would not infringe on privately owned rights.

Publication of the datain this document does not signify that the contents necessarily reflect thejoint
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EXECUTIVE SUMMARY

This document provides regiond project managers, on-ste coordinators, and their
contractors with sampling and analysis methods for eva uating whether ground weater remediation has met
pre-established cleanup standards for one or more chemica contaminants at a hazardous waste Ste. The
verification of cleanup by evauding aste relative to a cleanup standard or an applicable or relevant and
appropriate requirement (ARAR) is mandated in Section 121 of the Superfund Amendments and
Reauthorization Act (SARA). This document, the second in aseries, provides sampling and data andysis
methods for the purpose of verifying attainment of a deanup sandard in ground weter. The first volume
addresses evduating atainment in soils and solid media

This document presents statistical methods which can be used to address the uncertainty
of whether a Ste has met a dleanup standard. Superfund managers face the uncertainty of having to make
adecison about the entire site based only on samples of the ground water at the Site, often collected for

only alimited time period.

The methodsin this document approach cleanup standards as having three componentsthat
influence the overall sringency of the standard: first, the magnitude, level, or concentration deemed to be
protective of public health and the environment; second, the sampling performed to evaluate whether asite
isabove or below the standard; and third, the method of comparing sample data to the standard to decide
whether theremedid action was successful. All three of these componentsareimportant. Failureto address
any one these components can result in insufficient levels of cleanup. Managers must ook beyond the
cleanup level and explore the sampling and andlysis methods which will alow confident assessment of the

gterelative to the cleanup standard.

A ste manager islikely to confront two maor questionsin evauating the attainment of the
cdeanup standard: (1) is the ste redly contaminated because a few samples are above the cleanup
standard?and (2) isthesteredly “clean” because the sampling showsthe mgority of samplesto bebelow
the cleanup standard? The dtatistica methods demondtrated in this guidance document alow for decison
meaking under uncertainty and permit valid extrapolation of information that can be defended and used with

confidence to determine whether the site meets the cleanup standard.
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The presentation of conceptsand solutionsto potentid problemsin assessing ground water
atanment begins with an introduction to the Satistica reasoning required to implement these methods.
Next, the planning activities, requiring input from both statisticians and nondatisticians, are described.
Findly, a series of methodologica chapters are presented to address tatistical procedures applicable to
successve stages in the remediation effort. Each chapter will now be considered in detall.

Chapter 1 providesabrief introduction to the document, including its organization, intended
use, and applications for avariety of treatment technologies. A mode for the sequence of ground water
remediation activities a the Ste is described. Many aress of expertise must be involved in any remedid
action process. This document attempts to address only statistical procedures relevant to evaluating the
attainment of cleanup gods.

The deanup activities a the Ste will indude Ste investigation, ground water remediation,
a podt-treatment period alowing the ground water to reach steady state, sampling and analysis to assess
attainment, and possi ble post-cleanup monitoring. Different satistical procedures are gpplicableat different
stagesin the cleanup process. The statistical procedures used must account for the changesin the ground
water system over time due to natural or man-induced causes. As a result, the discussion makes a
digtinction between short-term estimates which might be used during remediation and long-term estimates
which are used to assess attainment Also, a dack period of time after treatment and before ng

attainment is strongly recommended to adlow any transient effects of trestment to disspate.

Chapter 2 addresses Satigtica concepts asthey might relateto the eva uation of attainment.
The chapter discussestheform of the null and dternate hypothesis, typesof errors, statistical power curves,
the handling of outliersand values below detection limits, short- versuslong-term tests, and assessng wells
individudly or as a group. Dueto the cost of developing new wells, the assessment decision is assumed to
be based on established wdls. As areault, the satistical conclusions gtrictly apply only to the water in the
sampling wellsrather than the ground water in generd. The expertise of a hydrogeologist can be useful for
meaking conclusions about the ground water at the Ste based on the Satistical results from the sampled

wells
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The procedures in this document favor protection of the environment and human hedlth.
If uncertainty islarge or the sampling inadequate, these methods conclude that the sample area does not
atain the cleanup standard. Therefore, thenull hypothes's, in Satistica terminology, isthat the Site does not
attain the cleanup standard until sufficient data are acquired to prove otherwise.

Procedures used to combine data from separate wells or contaminants to determine
whether the Ste as a whole atains al relevant cleanup standards are discussed. How the data from
separate wells are combined affects the interpretation of the results and the probability of concluding that
the overdl ste attains the cleanup sandard. Testing the samples from individud wells or groups of wells
is aso discussed.

Chapter 3 congdersthe stepsinvolved in specifying the attainment objectives. Attainment
objectives must be specified before the eva uation of whether a Site has attained the cleanup standard can
be made. Attainment objectives are not specified by satisticians but rather must be provided by a
combination of risk assessors, engineers, project managers, and hydrogeologists. Specifying attainment
objectives includes specifying the chemicals of concern, the cleanup standards, the wells to be sampled,
the datigticd criteria for defining attainment, the parametersto be tested, and the precision and confidence
level desired.

Chapter 4 discusses the specification of the sampling and analysis plans. The sampling and
andysis plansare prerequisitesfor the statistical methods presented in the following chapters. A discussion
of common sampling plan designs and gpproachesto andysisare presented. The sample designsdiscussed
indude smple random sampling, sysematic sampling, and sequentid sampling. The andyss plan is

developed in conjunction with the sample design.

Chapter 5 provides methodswhich are appropriate for describing ground water conditions
during a specified period of time. These methods are useful for making a quick evauation of the ground
water conditions, such as during remediation. Because the short-term confidence intervals reflect only
variation within the sampling period and not long-term trends or shifts between periods, these methods are
not appropriate for ng attainment of the cleanup standards after the planned remediation has been
completed. However, these descriptive procedures can be used to estimate means, percentiles,
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confidenceintervas, toleranceintervasand variability. Equationsare dso provided to determine the sample

szerequired for each gatidtica test and to adjust for seasond variation and seria correlation.

Chapter 6 addresses satistica procedureswhich are useful during remediation, particularly
indeciding when to terminate trestment. Dueto the complex dynamics of the ground water flow in response
to pumping, other remediation activity, and natura forces, the decision to terminate trestment cannot easily
be based on gatistica procedures. Deciding when to terminate trestment should be based on acombination
of statistica results, expert knowledge, and policy decisons. This chapter provides some basic Satistical
procedures which can be used to help guide the termination decision, including the use of regresson
methods for helping to decide when to stop treatment. In particular, procedures are given for estimating
the trend in contamination levels and predicting contamination levels at future points in time. Generd
methods for fitting smple linear modds and assessing the adequiacy of the model are dso discussed.

Chapter 7 discusses generd datistical methods for evauating whether the ground water
systemhasreached steady state and therefore whether sampling to assess attainment can begin. Asaresult
of the treatment used at the Ste, the ground water system will be disturbed fromits naturd level of steedy
gate. To reliably evauate whether the ground water can be expected to attain the cleanup standard after
remediation, samplesmust be collected under conditionssimilar to thosewhich will exigt inthefuture. Thus,
the sampling for assessing atainment can only occur when the residud effects of treetment on the ground

water are smal compared to those of natura forces.

Finding that the ground water has returned to asteady dete after terminating remediation
effortsis an essentia step in establishing of ameaningful test of whether or not the cleanup standards have
been attained. There are uncertaintiesin the process, and to some extent it is judgmenta. However, if an
adequate amount of datais carefully gathered prior to beginning remediation and after ceasing remediation,
reasonable decisions can be made as to whether or not the ground water can be considered to have
reached a date of sability. The decision on whether the ground water has reached steady state will be
based on a combination of Satigtical caculations, plots of data, ground water modeling using predictive
modds, and expert advice from hydrogeologigts familiar with the Site.
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Chapters8 and 9 present the statistical procedures which can be used to eval uate whether
the contaminant concentrations in the sampling wells attain the cleanup standards after the ground water
has reached steady state. The suggested methods use either a fixed sample size test (Chapter 8) or a
sequentid statistical test (Chapter 9). The testing procedures can be applied to either samples from
individua wells or wells tested as a group. Chapter 8 presents fixed sample Sze tests for assessng
attainment of the mean: using yearly averagesor after adjusting for seasond variation; using anonparametric
test for proportions; and using anonparametric confidence interval about the median. Chapter 9 discusses
sequentid datistical tests for assessing attainment of the mean using yearly averages, assessing attainment
of the mean after adjusting for seasond variation, and assessing attainment using a nonparametric test for
proportions. In both fixed sample size tests and sequentid tests, the ground water &t the Site is judged to
attain the cleanup standards, if the contaminant levels are below the standard and are not increasing over
time. If the ground water at the Ste attains the cleanup standards, follow-up monitoring is recommended

to ensure that the steady state assumption holds.

Although the primary focus of the document isthe procedures presented in Chapters8 and
9 for evauating attainment, careful consderation of when to terminate trestment and how long to wait for
steady date areimportant in the overal planning. If the trestment isterminated prematurdly, excessvetime
may be spent in evduating attainment only to have to restart treatment to complete the remediation,
followed by asecond period of attainment sampling and decision. If the ground water isnot at steady Sate,
the possibility of incorrectly determining the attainment status of the Site increases.

Asan ad to the reader, aglossary of commonly-used termsiis provided in Appendix G;

cdculations and examples are presented in boxes within the text; and worksheets with examples are

provided in Appendix B.
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1. INTRODUCTION

Congress revised the Superfund legidation in the Superfund Amendments and
Reauthorization Act of 1986 (SARA). Among other provisions of SARA, section 121 on Cleanup
Standards discusses criteria for sdlecting gpplicable or relevant and appropriate requirements (ARAR'’S)
for cleanup and includes specific language that requires EPA mandated remedid action to attain the
ARAR's.

Nether SARA nor EPA regulations or guidances specify how to determine whether the
cleanup standards have been attained. This document offers procedures that can be used to determine
whether a dte has attained the gppropriate cleanup standard after aremedia action.

1.1 General Scope and Features of the Guidance Document

11.1 Purpose

This document provides a foundation for decison-making regarding Site cleanup by
providing methods that atistically compare risk standards with field data in a scientificdly defensble
manner that dlows for uncertainty. Statistical procedures can be used for many different purposes in the
process of a Superfund site cleanup. The purpose of this document is to provide Statistical procedures
which can be used to determine if contaminant concentrations measured in selected ground-water wells
attain (i.e, arelessthan) the cleanup standard. This evaluation requires specification of sampling protocols
and gatistical andysismethods. Figure 1.1 showsthe stepsinvolved in the eva uation processto determine
whether the cleanup standard has been attained in a sdlected ground water well.
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INTRODUCTION

Figurel.l Stepsin Evaluating a Ground Water Well Has Attained the Cleanup

Standard
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Chapter 3

v
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.
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INTRODUCTION

Cons der the Situation where severd samplesweretaken and the resultsindicated that one
or two of the samples exceed the cleanup standard. How should thisinformation be used to decide whether
the standard has been attained? The mean of the samples might be compared with the standard. The
magnitude of the measurementsthat arelarger than the sandard might be taken into congderation in making

adecisgon. The location where large measurements occur might provide some ingght.

When specifying how attainment is to be defined and deciding how statistical procedures
can be used, the following factors are dl important:

. The location of the sampling wells and the associated relationship between
concentrations in neighboring wells;

. The number of samplesto be taken,

. The sampling procedures for selecting and obtaining water samples; and

The data andysis procedures used to test for attainment.

Appendix D ligs rdevant EPA guidance documents on sampling and evauating ground
water. These documents address both the Statistical and technica components of asampling and analysis
program. This document is intended to extend the methodologies they provide by addressng satistica
issues in the evaluation of the remediation process. This document does not attempt to suggest which
standards apply or when they apply (i.e., the “How clean is clean?’ issue). Other Superfund guidance
documents perform that function.

1.1.2 Intended Audience and Use

This document isintended primarily for Agency personnd (primarily on-site coordinators
and regiond project managers), responsble parties, and their contractorswho areinvolved with monitoring
the progress of ground-water remediation a Superfund Sites. Although selected introductory Stetistical
concepts are reviewed, this document is directed toward readers that have had some prior training or

experience gpplying quantitative methods.
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INTRODUCTION

It must be emphasized that this document is intended to provide generd direction and
assistance to individuas involved in the evauation of the attainment of cleanup sandards. It is not a
regulation nor is it forma guidance from the Superfund Office. This manua should not be viewed as a
“cookbook” or areplacement for good engineering or Statigtica judgment

1.1.3 Bibliography, Glossary, Boxes, Wor ksheets, Examples, and Referencesto
“Consult a Statistician”

This document includes a bibliography which provides a point of departure for the more
sophigticated or interested user. There are references to primary textbooks, pertinent journd articles, and
related guidances.

The glossary (Appendix F) isincluded to provide short, practica definitionsof terminology
used in this guidance. Words and phrases gppearing in bold within the text are listed in the glossary. The
glossary does not usetheoretica explanations or formulas and, therefore, may not be as precise asthe text

or dternative sources of information.

Boxes are used throughout the document to separate and highlight equations and example
gpplications of the methods presented. For aquick reference, aligting of dl boxes and their page numbers
is provided in the index.

A series of worksheetsisincluded (Appendices B and C) to help order and structure the
cdculations. Referencesto the pertinent sections of the document arelocated at the top of each worksheet.
Example dataand cd culations are presented in the boxes and the worksheetsin Appendix B. The dataand
stes are hypothetical, but elements of the examples correspond closely to severa exigting Sites.

Findly, the document often directsthe reader to “ consult agtatigtician” when moredifficult
and complicated Stuations are encountered. A directory of Agency datigticians is available from the
Environmenta Statistics and Information Divison (PM-222) at EPA Headquarters (FTS 260-2680,
202-260-2680).
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INTRODUCTION

1.2 Use of thisGuidancein Ground-Water Remediation Activities

Standards that gpply to Superfund activities normaly fal into the category of risk-based
standards which are devel oped using risk assessment methodol ogies. Chemical-specific ARARs adopted
from other programs often include &t least a generdized component of risk. However, risk sandards may
be specific to aste, developed using aloca endangerment evaluation.

Risk-based standards are expressed as a concentration value and, as applied in the
Superfund program, are not associated with a sandard method of interpretation. Although Statitica
methods are used to devel op eements of risk-based standards, the estimated uncertainties are not carried
through the andysis or used to qudify the standards for usein afidd sampling program. Eventhoughrisk
standards are not accompanied by measures of uncertainty, decisions based on field data collected for the
purpose of representing the entire Ste and vaidating cleanup will be subject to uncertainty. Thisdocument
dlows decison-making regarding site cleanup by providing methods that statisticaly compare risk
gandards with fied data in a scientificadly defensible manner that dlows for uncertainty.

Superfund activities where risk-based standards might apply are highly varied. The
following discussion provides suggestions for the use of procedures described in this document when
implementing or evauating Superfund activities.

121 Pump-and-Treat Technology.

Ground water is often trested by pumping contaminated ground water out of the ground,
tresting the water, and discharging the water into local surface waters or municipa trestment plants. The
contaminated ground water is gradudly replaced by uncontaminated water from the surrounding aquifer
or from surface recharge. Pump and treat systems may use a few or many wells. The progress of the
remediation depends on where the wells are placed and the schedule for pumping. Pumping is often

planned to extend over many years.
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INTRODUCTION

Statistical methods presented in this manua can be used for monitoring the contaminants
in both the effluent from the treatment system and the ground water in order to monitor the progress of the
remediation.

Project managers must decide when to terminate trestment based on available data, advice
from hydrogeologists, and the results of ground-water monitoring and modeling. This manua provides
guidance on gatistical procedures to help decide when to terminate trestment.

The remediation may temporarily dter ground water levels and flows, which in turn will
affect the contaminant concentration levels. After termination of trestment and after the transent effects of
the remediation have dissipated, the statistical procedures presented in this manua can be used to assess
if the ground-water contaminant concentrations remain a levelswhich will atain and continueto attain the
cleanup standard.

1.2.2 Barrier Methodsto Protect Ground Water

If the contamination is relaively immobile and cannat effectively be removed from the
ground water using extraction, it is sometimes handled by containment. In such cases, establishing barriers
at the surface or around the contamination source may reduce contaminant input to the aguifer, resulting
inthe reduction of ground-water concentrationsto alevel which attainsthe cleanup standard. The barriers
include soil caps to prevent surface infiltration, and durry walls and other structuresto force ground water
to flow away from contamination sources.

The proceduresin this manua can be used to establish whether the contamination levels
atain the rdevant sandards after the ground water has established its new levels as aresult of changesin
ground-water flows.

1.2.3 Biological Treatment

In many gtuations naturd bacteria will adapt to the contamination in the soil and
ground water and consume the contaminants, releesng metabolic products. These bacteria will
be most effective in consuming the contaminant if the wunderground environ-
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INTRODUCTION

ment can be controlled, including controlling the dissolved oxygen and nutrient levels. Biological trestment

of ground water usualy involves pumping ground water from downgradient locationsand injecting enriched

ground water at upgradient locations. The changesin the water table levels produce an underground flow
carying the nutrients to and throughout the contaminated soil and aquifer. Progress of the trestment can
be monitored by sampling thewater being pumped from the ground and measuring contaminant and nutrient

concentrations. Biologicd trestment can aso be accomplished above ground using a bioreactor as a
component of a pump-and-treat system.

Monitoring wells are placed in various patterns throughout, and possibly beyond, the area
of contamination. These wells can be used to sample ground water both during trestment to monitor
progress and after trestment to assess remediation success using the satistical methods discussed in this
document.

1.3 Organization of this Document

The topics covered in each chapter of this document are outlined below.

Chapter 2. Introduction to Satigtica Conceptsand Decisions. introducesterminology and
concepts useful for understanding Statistical tests presented in later chapters.

Chapter 3. Specification of Attainment Objectives: discusses specification of the attainment
objectivesin away which alows sdection of the statistica proceduresto be used.

Chapter 4. Design of the Sampling and Andlyss Plan: discusses common sampling plan
designs and gpproaches to the andysis.

Chapter 5. Descriptive Statistics: provides basic Satistical procedures which are useful in
all stages of the remedia effort. The procedures form a basis for the statistical
procedures used for assessing attainment.

Chapter 6. Deciding to Terminate Trestment Usng Regresson Andyss discusses
datistical procedures which can aid the decision-makers who must decide when
to terminate treatment.

Chapter 7. Approaching a Steady State After Terminating Remediation: discusses
datigtica and nondatistica criteria for determining whether the ground water
gystem is a steady state and/or if additional remediation might be required.

Word-searchable version — Not a true copy -7



INTRODUCTION

Chapter 8. Assessing Attainment Using Fixed Sample Sze Tedts discusses datistica
procedures based on fixed sample sizes for deciding whether the concentrations
in the ground water attain the relevant cleanup standards.

Chapter 9. Assessing Attainment Using Sequentid Tests: discusses sequentia Satistical
procedures for deciding whether the concentrations in ground water attain the
relevant cleanup standards.

Workshests: Provided for both practica use a Superfund stes and as examples of the
procedures which are being recommended.

14 Summary

This document provides a foundation for decison-making regarding site cleanup by
providing methods that satisticaly compare risk standards with field data in a scientificdly defensble
manner that alowsfor uncertainty. In particular, the document provides Satistical proceduresfor ng
whether the Superfund Cleanup Standards for ground water have been attained. The document is written
primarily for agency personnd, responsible parties and contractors. Many areas of expertise must be
involved in any remedia action process. This document attempts to address only the datistica input
required for the attainment decision.

The statistical procedures presented in this document provide methods for comparing risk
based standards with field data in a manner that alows for assessng uncertainty. The procedures alow
flexibility to accommodate Site-gpecific environmentd factors.

To ad the reader, statisticd caculations and examples are provided in boxes separated
from the text, and gppendices contain a glossary of commonly-used terms, statistica tables and detailed
datistica information; worksheets for implementing procedures and caculations explained in the text.
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2. INTRODUCTION TO STATISTICAL CONCEPTSAND
DECISIONS

This document provides statistical procedures to help answer an important question that
will arise a Superfund sites undergoing ground water remediation:

“Do the contaminantsin the ground water in designated

wells at the site attain the cleanup standar ds?”

The cleanup standard is attained if, as a result of the remedia effort, the previoudy unacceptably high
contaminant concentrations are reduced to a level which is acceptable and can be expected to remain
acceptable when judged relative to the cleanup standard.

In order to answer the question above, the following more specific questions must be
answered:
. What contaminant(s) must attain the designated cleanup standards?

. How is attainment of the cleanup standards to be defined?

. What is the designated cleanup standard for the contaminant(s) being assessed?
and

. Where and when should samples of the ground water be collected?

This chapter discusses each of thesetopicsbriefly, followed by anintroductionto Satistica
procedures for assessing the attainment of cleanup standards in ground water at Superfund Stes. Also
discussed are terminology and Statistical concepts which are useful for understanding the Satistical tests
presented in later chapters. Basic statistica principles and topics which have particular applicability to
ground water at Superfund Sites are also considered.

Later chapters discuss in detall the specification of atainment objectives and the
implementation of Satistical procedures required to determine if those objectives have been met at the
Superfund dite.
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CHAPTER 2: INTRODUCTION TO STATISTICAL CONCEPTS AND DECISIONS

2.1 A Note on Terminology

This guidance document assumes that the reeder isfamiliar with Satigtica proceduresand
terminology, particularly the concepts of random sampling and hypothesis testing, and the cdculation of
decriptive datistics such as means, standard deviations, and proportions. An introduction to these
datistical procedures can be found in statistical textbooks such as Soka and Rohif (1981), and Neter,
Wasserman, and Whitmore (1982). The glossary provides adescription of thetermsand proceduresused
in this document.

In this document we will use the word clean as a short hand for “attains the cleanup

standard” and contaminated for “does not attain the cleanup standard.”

The term sample can be used intwo different ways. Onerefersto aphysica water sample
collected for laboratory andysiswhile the other refersto a collection of detacalled agatisticad sample. To
avoid confusion, the physica water samplewill be caled aphysical sample or water sample. Otherwise,
the word sample will refer to a gatistica sample i.e. a collection of randomly sdected physica samples
obtained for ng attainment of the cleanup standard.

2.2 Background for the Attainment Decision

In generd, over time, a Superfund site will go through the following phases:

. Contaminetion;

. Redlization that a problem exidts,

. Investigation to determine the extent of the problem;

. Sdection of aremediation plan to dleviate the problem;
. Cleanup (which may occur in severd seps);

. Termination of cleanup;

. Fina determination that the cleanup has achieved the required gods, and

. Termination of the remediation effort.
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CHAPTER 2: INTRODUCTION TO STATISTICAL CONCEPTS AND DECISIONS

This document focuses on the post-cleanup phase and particularly on the sampling and
datistica procedures for determining if the Site has attained the required cleanup standards.

2.2.1 A Generic Model of Ground-Water Cleanup Progress

During the planning and execution of remedid action and the sampling and analysis for
assessng attainment, numerous activities must take place as indicated in the following scenario and
illugratedin Figure 2. 1. Thisfigurewill be used throughout the document to indicate to the reeder at which
sep in the remedia process the procedures being discussed in a chapter are gpplicable. A discussion of
each step follows Figure 2.1.

Figure2.1 Example scenario for contaminant measurementsin onewell during successful remediation
action

Start
Treatment

End Start DEnd Sampling
Treatment Sampling eclare Clean or

A Contaminated
Measured 08 T 6
Ground 3
Water 06 1 @ @
Concentration ¢, | @
0.2 Cleanup P
< T Standard V\,\’
0 + + W/ +
Date
Q) Evauate the site; Although evauation of the Site and selection of the cleanup technology

determine the remedia  may require the use of severd datistical procedures, this document
action to be used does not address this aspect of the remedid effort.
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CHAPTER 2. INTRODUCTION TO STATISTICAL CONCEPTS AND DECISIONS

2 Perform remedia
cleanup

3 Decide when to
terminate remedid
treatment

4 Assesswhen the
ground water
concentrations reach

steady state

) Sample to assess
attainment

During a successful remedid cleanup, the concentrations of
contaminants can be expected to have a decreasing trend. Due to
seasond change, naturd fluctuations, changesin pumping schedules,
lab messurement error, etc., the measured concentrations will
fluctuate around the trend. Some Statistical procedures that could be
used to andyze data during trestment are discussed in Chapter 5.

Based on both expert knowledge of the ground-water system and
data collected during trestment, it must be decided when to terminate
trestment and prepare for the sampling and analyss for assessing
atainment. Statistica procedures relevant to thetermination decision
are discussed in Chapter 6. Andysis of data collected during
trestment may indicate that the cleanup standardswill not be achieved
by the chosen cleanup methods, in which case the cleanup technology
and goal's must be reassessed.

The ground-water system will be disturbed from its naturd level and
flow by the trestment process, including perhaps pumping or
reinjection of ground water. After trestment is terminated, the
trangent effectswill disspate and the ground-water levels and flows
will gradudly reach ther naturd levels. In this process, the
contaminant concentrations may change in unpredictable ways.
Before the assessment is initiated, the ground water must be able to
return to its natura level and flow pattern, called steady State, so that
the data collected are relevant to assess conditions in the future.
Sampling and analysis during the return to natural conditions are
discussed in Chapter 7. The ground weter at a particular Ste will be
consdered to have achieved steady stateif the assumption of steady
state is consstent with both Stetistical tests and the advice of a
hydrogeologist familiar with the ste. The attainment sampling can
begin once it is determined that the Ste is at Steady Sate

After the water levels and flows have reached steedy State, sampling
to assess attainment of the cleanup standards can begin. Statigtical
procedures for assessing attainment are presented in Chapters8 and
9. The gatigtica tests used may be ether fixed sample Size tests or
sequentid tests. At many Stes sequentia tests will probably be
preferred. During the assessment phase, measured concentrationsare
expected to either fluctuate around acongtant or gradually decreasing
concentration. If the measurements consstently increase, then either
the ground-water systlem isnot at steady state or there is reason to
believe that the sources of contamination have not been adequately
cleaned up. In this Situation, a reassessment of thedataisrequired to
determine if more time must pass until the Steis a Seady Sae

or if additiona remedid activity isrequired.

2-4
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(6) Based on gatitical If the cleanup standard has been attained, implementation of periodic
tests, determineif the  sampling to monitor for unanticipated problemsisrecommended. The
cleanup standard has  attainment decisionisbased on severa assumptions. From astatistical
been obtained or not.  perspective, the purpose of periodic monitoring after attainment isto

check thevdidity of theassumptions. If the attainment objectiveshave
not been met, the cleanup technology and goa's must be reassessed.

Different statistical procedures are needed at different stepsin this process. The satistical
procedures which are hdpful in determining whether to terminate treatment are different from those used
inthe attainment decision. In al aspectsof the siteinvestigation and remediation, Satistica procedures may
be required that are not addressed in thisdocument. In this case, consultation with agtatistician familiar with
ground-water data is recommended.

This document takes the approach that:

. A decison that the ground water in thewelIs attainsthe cleanup standard requires
the assumption that the ground water can be expected to continue to atain the
cleanup standards beyond the termination of sampling; and

. Data collected while the ground-water system is disturbed by trestment cannot
reliably predict concentrations after steady State has beenachieved. Therefore, it
is recommended that the ground-water system return to Steady state before the
sampling for ng attainment commences. The datagathered prior to reaching
steady state can be used for guidance in sdecting the dtatistical procedure to
employ for ng attainment.

222 The Contaminantsto be Tested

In generd, multiple contaminants will be identified at the Ste prior to remedid action. The
mixture of contaminants which are present a any one time or place will depend on many factors.

The discussion in this document assumes that relevant regulatory agencies have specified
the contaminantswhich areto be used to assess attainment. Conclusions based on the statistical procedures
introduced in this document apply only to the compounds actualy sampled and the corresponding data
andyzed in the datidtica tests.
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2.2.3 The Ground-Water System to be Tested

Contamination in ground water is measured from water samples collected from wells a
specified locations and times. The location of the wells, the times and frequency of the sampling, and the
assumptions behind the anadlyses will affect the interpretation of the statistica results.

This document assumes that the attainment decison will be based on samples from
edtablished wells. This document does not make recommendations on where to locate wellsfor sampling.
However, decisons must be made on which wells are to be used for the assessing atainment. Because
wells am not randomly located throughout an aquifer, the satistical conclusions drictly apply only to the
water obtained from the sel ected wellsand not to the aquifer in generd. Conclusions about the aquifer must
be based on acombination of Satigtica resultsfor the sampled wellsand expert knowledge or beliefs about
the ground-water system and not on Satistica inference.

Because of the high cogt of inddling anew well and the posshility of using information from
previous investigation stages, this document assumesthat thelocation of wells has been specified by experts
in ground-water hydrology and approved by regulatory agencies who are familiar with die contamination
data at the Site.

Interpretation of the results of the statistical analysis will depend on a judgment as to
whether the wells are in the correct place. If it is necessary to test the assumptions used to select wells,
additional wels will have to be established and sampled. In this case, consultation with a Setidtician is
recommended.

2.2.4 The Cleanup Standard

The cleanup standard is the criterion set by EPA against which the measured
concentrations are compared to determine if the ground water at the Superfund dte is
acceptable or not. If the ground water meets the cleanup sandard, then the remediation
efforts are judged to be complete. The specification of the cleanup standard by EPA or
another regulatory agency may be different for different Stes and for different chemicas or
mixtures of chemicas. With a mixture of contaminants, the cleanup standard may apply to
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an aggregate measure, or, in complex mixtures, the ground water may be required to meet the cleanup
standard for every contaminant present. For more information, see Guidance on Remedial Actions for
Contaminated Ground Water at Superfund Stes (EPA, 1988).

2.25 The Definition of Attainment

In order to determine if the contaminant concentrations at the dte attain the cleanup
standard, one must carefully definewhat concentration isto be compared to the cleanup stlandard and what
criteria are to be used to make the comparison for ng attainment. Thisdocument assumesthat either
the average concentration or a selected percentile of the concentrations is to be compared to the cleanup
standard. The examplesin thetext usudly use the average concentration. The ground water inawe| attains
the cleanup standard if, based on datidtica tedts, it is unlikely that the average concentration (or the
percentile) is greater than the cleanup standard.

The datistical procedures for assessing the attainment of the cleanup standard useabasic
datistica technique caled hypothesistesting. To show that the ground water in the sdlected wellsisactualy
bel ow the cleanup standard (i.e., attains the cleanup standard), we assume that the water in the wells does
not atain the cleanup standard. This assumption is caled the null hypothesis. Then data are collected. If
the dataare sufficiently incong stent with the null hypothesis, the null hypothesisisre ected and we conclude
that the water in the well attains the cleanup standard.

The stleps involved in hypothesis testing are:

@ Egtablishthe null hypothesis, “ The contaminant concentrationsin the selected wells
do not attain the applicable cleanup standard’;

2 Collect data; and
3 Based on the data, decide if the ground water attains the cleanup standard:

@ If the data are incongstent with the null hypothesis, conclude that thereis
auffident evidence to rgect the null hypothess. Accept the dternate
hypothes's that the contaminant concentrations attain the gpplicable
cleanup standard, i.e., conclude that the ground water is clean.

(b) Otherwise, conclude that there is insufficient evidence to reject the null
hypothesis and that the contaminant concentra-
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tions do not attain the cleanup standards, i.e., conclude that the ground
water is contaminated.

To be technically correct, the results of the hypothesis test indicate whether the null
hypothes's can be rejected with a specified leve of confidence. In practice, we would conclude that the
concentrations do or do not attain the cleanup standards and act asif that conclusion were known asfact
rather than subject to error. Therefore to avoid the verbose but technicaly correct wording above, the
results of the hypothesis tests will be worded as concluding that the concentrations either attain or do not

attain the cleanup standard.

When specifying smplified Superfund site cleanup objectivesin consent decrees, records
of decision, or work plans, it isextremely important to say that the site shal be cleaned up until the sampling
programindicates with reasonable confidence that the concentrations of the contaminants at the entire Ste

are less than the cleanup standard. However, attainment is often wrongly described by saying that

concentrations at the Site shall not exceed the cleanup standard.

2.3 Introduction to Statistical I ssues For Assessing Attainment

This section providesadiscusson of somebasic datigtica issueswith an emphasison those
with specific application to assessng attainment in ground water. This discusson provides a generd
background for the specification of attainment objectives in Chapter 3 and the Statistical procedures
presented in Chapters 4 through 9.

2.3.1 Specification of the Parameter to be Compared to the Cleanup Standard

Inorder to defineadatidtica test to determine whether the ground water attainsthe cleanup
standard, the characterigtics of the chemica concentrations to be compared to the cleanup standard must
be specified. Such characterigticsare caled parameters. The choice of the parameter to use when assessing
atanment at Superfund sites may depend on site specific characterigtics and decisions and has naot, in
generd, been specified by EPA.
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The parameters discussed in this document are the mean or average concentration and a
selected percentile of the concentrations. For example, the rulefor deciding if the ground water atainsthe
cleanup standard might be: the ground water is considered clean (or remediated) if the mean concentration
is below the cleanup standard based on a datistica test. The following sections define parameters for
digtributions of dataand the statistical propertiesof these parameters. An understanding of these properties
is necessary for determining the appropriate parameter to test.

TheDistribution of Data Values

This section discusses the characteristics of concentration distributions which might be
expected at Superfund sites and how the distribution of concentrations in the ground water can be
described using parameters. Thesetopicsarediscussed in moredetall in Volumel (Sections2.8 and 3.5).

Consider the set of concentration measurements which would be obtained if al possble
ground-water samplesfrom a particular monitoring well over a specified period of time could be collected
and analyzed. This set of measurementsis called the population of ground-water sample measurements.
The set of ground-water samples comprising the population may cover afixed period of time, such asone
year, or an unlimited time, such as dl future measurements. The set of ground-water measurements can be
described mathematicaly and graphicdly by the “population digtribution function” referred to as the
“digribution of the data’. Figure 2.2 shows a plot of the population distribution for data from three
hypotheticd distributions. The vertica axis shows the relative proportion of the population measurements
at each concentration value on the horizontd axis. In the plots, the areas under the curve between any two
points on the concentration axis represents the percentage of the ground-water measurements that have

concentration values within the pecified range.

Two digributions, the norma and lognormal distributions, will be used as examplesin the
following discusson. Both the norma and lognorma distributions are useful in satigtica work and can be
used to gpproximate the concentration distributions from wells a Superfund Stes. Figure 2.2 shows an

example of anorma and alognormal distribution.
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Figure2.2 Measures of |ocation: Mean, median, 25th percentile, 75th percentile, and 95th percentile
for three hypothetical didtributions
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Summary measures describing characteristics of the population distribution arereferred to
asparametersor population parameters. Threeimportant characteristics of the data described by these

parameters are:

. Thelocation of the data;
. The spread (or dispersion) of the data; and

. The generd shape or “skewness’ of the data distribution.

M easur es of L ocation

Measures of location (or centra tendency) are often used to describe where most of the
data lie dong the concentration axis of the distribution plot. Examples of such measures of location are:

. “The mean (or average) concentration of al ground-water samplesis 17.2 ppm”
(i.e., 17.2 isthe mean concentration);

. “Hdf the ground-water samples have concentrations greater than 13 ppm and half
lessthan 13 ppm” (13 is the median concentration); or

. “Concentrations of 5 ppm (rounded to the nearest unit) occur more often than any
other concentration value’ (the mode is5 ppm).

Another measure of locetion is the percentile. The Qth percentile is the concentration
which separates the lower Q percent of the ground-water measurements from the upper 100-Q percent
of the ground-water measurements. The median is a specia percentile, the 50th percentile. The 25th
percentile is the concentration which is greater than the lowest 25 percent of the ground-water
measurements and lessthan theremaining 75 percent of the ground-water measurements. Figure 2.2 shows
the mean, median, 25th percentile, 75th percentile, and 95th percentile for three ditributions introduced
previoudy.

Throughout this document, the Greek letter, p, (spelled “mu” and pronounced “ mew”) will
be used to denote the population mean. The median will be denoted by Xs,, and the Qth percentile will be
denoted by Xo,.
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M easur es of Spread

Measures of spread provide information about the variability or disperson of a set of
measurements. Examples of different measures of spread are:

. The standard deviation or the variance (the square of the standard deviation).
The population standard deviation is denoted by the Greek letter, o, (pronounced
“dgmd’) throughout this document. If dataare normally distributed, two-thirds of
the data are within one stlandard deviation of the mean;

. The coefficient of variation is the ratio of the sandard deviation to the mean,
0)
—: and
m
. Theinterquartile range is the difference between the 75th and 25th percentiles
of the digtribution.

For each digtribution in Figure 2.2, the mean and the range of plusand minus one sandard
deviation around the mean are shown on the plots.

M easur e of Skewness

Skewness is ameasure of the extent to which a distribution is symmetric or asymmetric.
A didribution is symmetric if the shape of the two halves are mirror images of each other about a center
line. One common symmetric didribution is the norma distribution, which is often described as having a
“bell-shape.” Many ddidicd testsassumethat the sample measurementsare normally didtributed (i.e., have
anorma digribution).

The digtribution of concentrations is not likely to be symmetric. It may be skewed to the
right. That is, the highest measurements (those to the right on the plot of the distribution function) are farther
from the mean concentration than are the lowest concentrations. Ground-water measurements often have
a skewed didribution which can be gpproximated by a lognormd distribution (see Gilbert 1987, for
additiond discussion of the norma and lognorma distributions). Note that for right skewed distributions
(eg., thelognormd digtribution in Figure 2.2) the mean is greater than the median.

The three didributions shown in Fgure 22 have the same mean and
sandard deviation. Note, however, that the occurrence of particularly high or low concentra
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tions differs for the three digtributions. In generd, the more skewed the digtribution, the more likely are
these extreme observations.

Selecting the Parameter to Compareto the Cleanup Standard
In order to determine if the contaminant concentrations attain the cleanup standard, the

measure of location which isto be compared to the cleanup standard must be specified. Even though the
true digribution is unknown, the specified measure of location, or parameter of interest, can be selected

based on:

. Information about the digtribution from preliminary data;

. Information about the behavior of each parameter for different distributions;

. The effects of various concentrations of the contaminant on human health and the

environment; and

. Rdevant criteriafor protecting human hedth and the environmen.

Chapter 3 discussesin moredetail the selection of the mean or apercentileto be compared
to the cleanup standard.
2.3.2 Short-term VersusLong-term Tests

Due to fluctuating concentrations over time, the average contaminant concentration over
ashort period of time may be very different from the average over along period of time. Figure 2.3 shows
a hypothetical series of weekly ground-water concentration measurements collected over a period of 70
weeks (about 16 months). The figure shows the weekly concentration measurements, the average
concentration for weeks 21 through 46 (6 months), and the long-term average concentration which is
obtained from data collected over 50 years (only aportion of which isshown here). From thefigure, it can

be seen that the short-term average concentration can be very different from the long-term average.
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Figure 2.3 [llustration of the difference between a short- and long-term mean concentration
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The short-term average is estimated using data collected during the period of interest, in
this example during weeks 21 through 46. Similarly thelonger term average can be estimated based on data
collected over the longer period of interest, perhaps 50 years. Fortunatdly, by using information on the
correlation of the measurements across time, it is usudly possble to estimate the long-term average
concentration from data collected over a limited period of time. In order to estimate the average
concentrationfor aperiod whichislonger than the data collection period, assumptions must be made which
relate the unmeasured future concentrations to the concentrations which are actually measured. These

assumptions are stated in terms of amodd for the data.

Statidica decisions and estimates that only gpply to the sampling period are referred to
here as* short-term” estimates and are presented in Chapter 4. Decisions and estimates that apply to the
foreseeable future are cdled “long-term” estimates. The long-term estimates are made based on the
assumption that the ground-water concentrations will behave in a predictable manner. The assumptions
take into account the expected natura fluctuationsin ground-water flows and contaminant concentrations.

In this document the ground water is said to atain the cleanup standard only if the
concentrations attain the cleanup standard for the foreseeable (or at least predictable) future. Thus,
long-term estimates and procedures are used to assess attainment. Short-term estimates can be used to

make interim management decisons.
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2.3.3 TheRoleof Statistical Sampling and I nference in Assessing Attainment

When ng attainment, it is desirable to compare the population mean (or population
percentile or other parameter) of the concentrations to the cleanup standard. However, the data for
assessing attainment are derived from asample, asmal proportion of the population. Statistical inference
is used to make conclusions about the popul ation parameter from the sample measurements. For illugtration,
the following discussion assumes that the popul ation mean must be less than the cleanup standard if we are

to conclude that the ground water in the well atains the cleanup standard.

The mean concentration calculated from the sample data provides an estimate of the
popul ation mean. Estimates of concentration levelscomputed from agatistica sampleare subject to “ error”
in part because they are based on only asmall subset of the population. The use of theterm “error” inthis
context in no way impliesthat there are mistakesin the data. Rather, “error” isashort hand way of saying
that there is variability in the sample estimates from different samples. There are two components to this
error: sampling error and lab, or measurement, error.

. Different sasmpleswill yidd different estimates of the parameter of interest due to
sampling error.

. Unknown factors in the handling and lab analys's procedures result in errors or
variaionin thelab measurements, i.e., two lab anadyses of the same ground-water
sample will usudly give dightly different concentration vaues. This difference is
attributed to lab error or measurement error.

Because the sample mean is subject to error, it cannot be directly compared to the cleanup
gtandard to decide if the population mean is lessthan the cleanup standard. For example, just becausethe
mean for a particular sample happens to be below the cleanup standard does not mean that the standard
has been attained. To make meaningful inferences, it is necessary to obtain a measure of the error (or
expressed another way, the precision) associated with the sample meant. An estimate of the error in the
sample mean can be caculated from the sample and is referred to as the standard error of the mean. It

isa

! The possible bias in the measurements is assumed to be zero. The quality assurance plan should address the
problems of possible bias.
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basic measure of the absolute varigbility of the caculated sample mean from one sample to another.

The standard error of the mean can be used to construct confidence intervals around a
sample mean using equation (2.1) in Box 2.1. Under generd conditions, the interva congtructed using
equation (2.1) will include the population mean in gpproximately 95 percent of al samples collected and
is caled a“95 percent two-sided confidence interval.” This useful fact follows from the Central Limit
Theor em which states that, under fairly generd conditions, the digtribution of the sample meanis“close”’
to anorma digtribution even though we may not know the distribution of the origina data. Note a so that
the vaidity of the confidenceinterva givenin Box 2.1 depends on the databeing independent inagtatistica
sense. Independent ground water measurements are obtained when the sample collection times are
randomly selected within the sampling period.

When assessing attainment, atwo-s ded test would be used for pH because both high and
low values represent pollution. For most other pollutants, use one-sided confidence intervals because only
high vauesindicate pollution. A 95 percent one-sded confidence interval can be obtained from equation
(2.2) inBox 2.1. Theinterva from zero (the lowest possible measurement) to this upper endpoint will so
include the populaion mean in goproximately 95 percent of al samples collected.

Box 2.1
Congruction of Confidence Intervas Under Assumptions of Normality

To congtruct a 95 percent two-sided confidence interva around a sample mean:

lower endpoint = sample mean - 1.96 * standard error; and

upper endpoint = sample mean + 1.96 * standard error. (2.2
To congtruct a 95 percent one-sided confidence interva:

upper endpoint = sample mean + 1.65 * standard error. (2.2)

Using confidenceintervass, the following procedure can be used to make conclus ons about
the population mean based on a sample of data
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@ Cdculate the sample mean;
2 Cdculate the standard error of the sample mean;
3 Cdculate the upper endpoint of the one-sded confidence interva; and

4 If the upper endpoint of the confidenceinterva isbeow the cleanup standard, then
conclude that the ground water attains the cleanup standard; otherwise conclude
that the ground water does not attain the cleanup standard.

A 95 percent confidenceinterva will not cover the population parameter in 5 percent of the samples. When
usng the confidence interval to assess attainment, one will incorrectly concluded that the ground water
atains the cleanup standard in up to 5 percent of al samples. Thus, this procedure issaid to have afdse
positive rate of 5 percent. Thisfdse podtive rate is discussed in detail in the next section.

2.34 Specification of Precision and Confidence L evelsfor Protection Against
Adverse Health and Environmental Risks

The vdidity of the decision that aste meetsthe cleanup sandard depends on how well the
samples represent the ground water during the period of sampling, how accurately the samples are
andyzed, and the criteria used to define attainment. The true but unknown condition is that the ground
water is ather clean or contaminated. Smilarly, the decisons made using the Satigtical procedures will
result in an attainment or non-attainment decision. The relationship between these two conditionsis shown
inTable2.1.
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Table2.1 Fase positive and negative decisons

True condition in the well:
Decison based on a Clean (Attainsthe Contaminated (Does
datistica sample cleanup standard) not attain the cleanup
standard)
Clean Correct decison Fdse postive
decision
Contaminated Fdse negative Correct decision
decison

Asareault of the sampling and measurement uncertainty, one may decide that the Steis
clean when it is not. In the context of this document, this mistaken conclusion is referred to as a false
positive finding (datigticiansrefer to afdse podtiveasa“ Typel error”). Thereare severa pointsto make
regarding false postives:

. Reducing the chance of afad se postive decision helpsto protect human hedth and
the environment;

. A low fase pogtive rate does not come without cost. The additional cost of
lowering fd se pogitive rates comes from taking additiona samplesand using more
precise andysis methods,

. The definition of a fase pogtive in this document is exactly the opposite of the
more familiar definition of afase pogtive under RCRA detection and compliance
monitoring.

In order to design adatisticd test for ng attainment, those specifying the sampling
and analysis objectives must select the maximum acceptable fa se posgitive rate (the maximum probability
of afdse pogtive decison is denoted by the Greek letter dpha, ). Itisusudly set at levels such as 0.10,
0.05, or 0.01 (that is 10%, 5%, or 1%), depending on the potential consequences of declaring that the
ground water is clean when in fact it is not. While different false podtive rates can be used for each
chemicdl, it is recommended that the same rate be used for dl chemicals being investigated. For afurther
discussion of false pogtive rates, see Soka and Rohlf (1981).
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The converse of afase podtive decision isafalse negative decison (or Typell error),
the mistake of concluding the ground water requires additional trestment when, infact, it ettainsthe cleanup
gandard. This error results in the waste of resources in unnecessary treatment. It would be desirable to
minimizethe probability of false negative decisons aswell asfdse pogtive decisons. The Greek |etter beta
(R3) is used to represent the probability of afadse negative decison.

If both a and I3 can be reduced, the percentage of time that the correct decison will be
made will be increased. Unfortunately, smultaneous reduction usudly can only be achieved by increasing
sample sze (the number of samples collected and andyzed), which may be expensive.

The probability of declaring the ground water to be clean will depend on the true mean
concentration of the ground water. If the population mean is above the cleanup standard, the ground water
will rarely be declared clean (this will only happen if the particular sample chosen has a large associated
sampling and/or measurement error). If the popul ation mean is much smaller than the cleanup standard, the
ground water will dmost dways be judged to be clean. Thisreationship can be plotted for various vaues
of the population mean asin Figure 2.4. The plot shows the probability of declaring the ground water to
be clean asafunction of ahypothetica population mean, and isreferred to asapower curve. For practicd
purposes, in this volume the probability of declaring the site dean isthe “ power of thetest.” The following
assumptions were made when plotting the example power curvein Figure 2.4: thefase postiverateis 5%,
the fa se negative rate when the true mean, |, i1s 0.6 is 20%, and the cleanup standard is 1.0.

If the population mean concentration is equa to or just above the cleanup standard (i.e.,
does not attain the cleanup standard), the probability of declaring the ground water to be cleanisa; this

isthe maximum fase pogtive rae.

For the specification of the attainment objectives (discussed in Chapter 3), the acceptable
probabilities of afase postive and fase negative decison must be specified. Based on these values and
the selected tatistical procedures, the required sample size can be cdculated.
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Figure 2.4 Hypotheticd power curve
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2.35 Attainment Decisions Based on Multiple Wells

The ground water will be judged to attain the cleanup standard if the contaminant
concentrations in the selected wdls are sufficiently low compared to the cleanup standard. Below aretwo

possible ways in which the attainment decision can be based on water samples from multiple wells

. Assesseachwell individually: make aseparate attainment decison for esch well;
concludethat the ground water at the Ste attainsthe cleanup sandard if the ground

water in each tested well attains the cleanup standard.

. Associate sdlected wdlsintogroups: collect samplesin dl wdlsin agroup at the
same time, combine the resultsfrom al wellsin the same group into one summary
detidtic for that time period; conclude that the ground water represented by each
group atains the deanup sandard if the summary datigtic atans the cleanup
standard. Conclude that the ground water at the Site attains the cleanup standard

if the summary dtatigtics from dl groups attain the sandard.

The choice of assessng wells individudly or as a group has implications for the

interpretation of the satistica results and the false positive and fal se negative probabilities for deciding that

the Site, as opposed to the well, attains the cleanup standard. These issues are discussed in more detail in

the following three sections.
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Assessing Multiple Wells I ndividually

When assessing each wdl individudly, dightly different criteria can be used for each
atanment decison. For example, different sample collection schedules can be used for each wll.
Assessing eech wdll individudly may require substantidly fewer samplesthan assessing thewdlsasagroup,
depending on the concentrations in the wells.

The attainment decisonsfor each individua well must be combined to make an attainment
decigon for the entire site. The only procedure discussed in this document for combining the results from
assessmentsonindividua wellsisto conclude that the ground weter a the Site attains the cleanup standard
only if the ground water in each well atains the cleanup standard.

If many wdlls are tested, the stewill not attain the deanup standard if any one of thewdls
does not attain the sandard. Even if al wells actualy attain the cleanup standard, the more wells used to
assess attainment, the greeter the likelihood of afalse negative decison in one wdll, resulting in an overal
non-attainment decison. Onthe other hand, assessing dl welsindividudly can result in Sgnificant protection
for human hedth and the environment because al concentrations must attain the cleanup standard in spite
of fdse negative decisons. Implicit in the above discusson is the conflict of protecting the public hedth

versus the cost of possible overcleaning or overattainment.

Testing Multiple Wellsasa Group

When multiple wells are tested as a group, samples must be collected in each well a the
same time and thusthe same number of sampleswill be collected in al wellswithin agroup. At each sample
time, the measurements from each wel are combined into a summary saigtic. The ground water in the
group of wells would be declared to attain the cleanup standard if the summary statistic was significantly
lessthan the cleanup standard. Severa methods can be used to combine the measurementsfrom dl tested
wells a each sample time into one summary datistic. Two methods are:

. Average of measurements from al wells within agroup; and
. Take the maximum concentration across dl wells within a group.
2-21
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If the average across dl wells must be less than the cleanup standard, then the Ste may be
declared cleanif the concentrationsin somewelIsare substantialy greater than the cleanup standard aslong
as concentrations in other wells are much less than the cleanup standard. These differences among wells
in agroups can sometimes be minimized by grouping wells with smilar concentration levels. On the other
hand, requiring that the maximum concentration across dl wells attain the cleanup standard assures that
each wdl individudly will atain the sandard.

If the average concentration across al wellsisto be compared to the cleanup standard, a
decreasein lab costsmay be achieved by compositing thewater samplesacrosswels (and possibly across
time) and analyzing the contaminant concentrations in the composite samples. Since the recommended
number of samples to be composited and the length of the sample period will depend on the serid
correlaion of the data and severd cost and variance estimates, consultation with a statistician is
recommended if compositing is consdered.

Multiple Statistical Tests

When assessing attainment in multiple wells (or groups of wels) and when assessing
atanment for multiple chemicas, two probabilities are of interest: the probahility of deciding that one
compound in one wdl (or group of wells) is clean and the probability of deciding that al compoundsin al
wells (or groups of wells) are dlean. Thefollowing discussion will be phrased in terms of testing individua
wells. However, it dso gpplies to testing groups of wells.

For an individua datigticd decison on one compound or wdl, the maxi-
mum probability of a false positive decision is denoted by the Greek letter apha, a. This
may aso be cdled the comparison-wise alpha. When multiple chemicas or wdls are
being assessed, the overall apha or experiment-wise dpha is the maximum probability
of incorrectly declaring that the dl compounds in dl ground water wels a the Ste atain the
deanup standard.! In this document it is assumed tha the site will be dedared to have

! Note that the procedures discussed here for assessing the attainment of the site from the results of multiple statistical
tests are different from the typical presentations on “multiple comparison tests’ or “experiment-wise versus
comparison-wisetests’ presentedinmany introductory statisticstextbookswhich useadifferent null hypothesis. Here
all tests, rather than any singletest, must have a significant result.
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attained the cleanup standard only if al contaminants tested attain their specified cleanup standard.

The probability of deciding that al compoundsin al wellséattain the cleanup sandard, i.e,
the overdl a, depends on the number of Satistica tests performed. If wels are assessed individudly, more
datistical tests will be performed than when assessing wells as a group. Thus, the decison on whether to
group wellsisrelated to the sdection of the probabilities of afdse postive or fase negative decision.

The overal probability of declaring that a Site has attained the cleanup standard depends

onthe

. Number of contaminants and wells being assessed;

. Concentrations of the contaminants being assessed;
. Statidticd tests being used for the individud contaminants;
. Correl ation between the concentration measurements of different contaminantsin

the same wdls and contaminants in different wels;, and

. Decisonrulesfor combining the satistica results from each contaminant and well
to decide if the overdl Ste attains the cleanup standard.

Although the calculation of the overdl probability of declaring the Siteto attain the cleanup
standard can be difficult, the following genera conclusons can be sated when using the rule thet dl
contaminants (or wells) must attain the cleanup standard:

. The probability of incorrectly deciding that the Ste attains the cleanup sandard, the
overal dpha, isdwayslessthan or equd to the maximum probability of mistakenly
deciding that any one contaminant (or wel) attains its cleanup standard
(comparison-wise apha).

. As the number of contaminants being assessed increases, the probability of
deciding that the Site is clean decreases, regardless of the true status of the Site.

Choice of a grategy for combining the results from many datistica tests involves both
policy and statistical questions. As aresult no generd recommendations can
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be made in this document. When many contaminants or wells are being assessed, consultation with a
datidtician is recommended.

2.3.6 Statistical Versus Predictive Modeling

A modd isamathematica description of the process or phenomenon from which the data
are collected. A modd providesaframework for extrapol ating from the measurements obtained during the
data collection period to other periods of time and for describing the important characteristics of the data.
Perhaps most importantly, amode servesasaforma description of the assumptionswhich arebeing made
about the data. The choice of datistical method used to analyze the data depends on the nature of these
assumptions. (See Appendix D for a discusson on modding the data.)

Mathematical (deterministic) modds can be used to predict or smulate the contaminant
concentrations, the effect of treatment on the contaminants, the time required for remediation, and the
remaining concentrations after remedial action. These modelsarereferred to here as predictive models. To
predict future concentrations these mode s typicaly use (1) mathematical formulae describing the flow of
ground water and contaminants through porous or fractured media, (2) boundary conditionsto specify the
conditions at the start of the smulation (often based on assumptions), and (3) assumptions about the aquifer
conditions. Predictive modd s are powerful tools, providing predictionsin ardatively short timewith minimd
cost compared to the corresponding field sampling. They dlow comparison of the expected results of
different treatment alternatives. However, it isdifficult to determine the probaility of correctly or incorrectly
deciding if the ground water attains the cleanup standard using predictive models, in part, due to the many
assumptions on which the models are based.

On the other hand, the statistical model's and procedures discussed in this document are
based on very few assumptions and can be used whether or not predictive models have been applied at
the site. The statistical procedures can aso be used as a check on the predictive models. Unlike the
predictive modds, the statisticl models presented in this document for assessing attainment only use
measurements from the period after remedia action has been terminated.
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While this document makes the assumption that the attainment decison will be based on
datisticd models and procedures, predictive models and data collected prior to the sampling for the
atanment decison provide a guide as to which wells are to be used for assessng attainment, when to
initiate an evauation, and what criteria are to be used to define attainment of the cleanup standard. If
predictive models are used in other ways for the attainment decison, consultation with a statigtician is
recommended. Due to the complexity of both site conditions and predictive modeling, other procedures
whichmight be used to combinetheresults of predictive and statistica models are beyond the scope of this

document.

2.3.7 Practical Problemswith the Data Collection and Their Resolution

With any collection of data there are possible problems which must be addressed by the
dtatistical procedures. The problems discussed below are: measurements bel ow the detection limit, missing
data and very unusual observations, often called “outliers”

M easur ements Below the Detection Limit

The detection limit for a laboratory measurement procedure is the lowest concentration
level which can be determined to be different from a blank. M easurements which are below the detection

limit may be reported in one of severd different ways (Gilbert 1987). For example:

. A concentration vaue, with the notation that the reported concentration is below
the detection limit;

. Less than a specified detection limit; or
. Coded as “bdow the detection limit” with no concentration or detection limit
specified.

Special procedures are required to use the beow-detection-limit measure-
ments in a datiicd anadyss. If, due to poor sdection of the laboratory analyss method or
unanticipated problems with the analyds, the ceanup sandard is beow the detection limit,
the possble datistical procedures which might be used to compare the concentrations to the
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cleanup sandard are very limited and required many assumptions which are difficult to judtify. Asaresult,
this document only addresses the situation where the cleanup standard is greater than the detection limit.

For dl of the procedures described in this manua, the following procedures for handling
bel ow-detection-limit measurements are recommended:

. Whenever the measured concentration for agiven water sampleisreported by the
laboratory, use this concentration in the analysis even though it is below the
detection limit;

. Whenthe concentration isreported asless than aspecified detection limit, usethe

vaue a the detection limit as the measured concentration in the andysis, and

. When the laboratory reports that the chemical concentration is “below the
detection limit” with no specified detection limit, contact the andytica laboratory
to determine the minimum detectable value, and use this value in the andysis. Do
not trest bel ow-detection-level measurements as missing.

Using the detection limit for vaues below the detection limit is consarvative; i.e, ersin
favor of minimizing hedth and environmenta risks. Other methods of handling bel ow-detection-limit
problems can be used, but are more difficult to implement and have the potentid of erring in the opposte
direction. Selection of a method can be dependent upon the proportion of non-detects. Alternative
procedures should be investigated and assessed as to how data are affected. Some of these dternative
procedures are discussed in the following references on detection limit problems: Bishop, 1985; Clayton
et d., 1986; Gilbert, 1981; Gilliom and Helsdl, 1986; Helsdl and Gilliom, 1986; and Gleit, 1985.

Missing Values

Missing concentration vaues are different from bel ow-detection measurementsin that no
information about the missing concentration (either above or below the detection level) isknown. Missing
vauesmay be dueto many factors, including either (1) non-collection of the scheduled sample, (2) loss of
the sample before it is andyzed due to shipping or lab problems, or (3) loss of the lab results due to
improper recording of results or loss of the data records.
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In generd, this problem can be minimized with gppropriate planning and backup
procedures and by using a proper chain of custody procedures, careful packaging and handling, clear
labeling, and keeping copies of important records.

If the sample is logt shortly after collection, it is recommended that another sample be
collected immediately to replace the lost sample as long as the time between the lost and replacement
sample islessthan haf the time between successive samples specified in the sample design. Any deviations
to the sampling design, including lost and replacement samples should be reported with the data and
andyss. The replacement or subgtitution of missing data by numericd vauesis never recommended.

Outliers

In many daidtica texts, measurements that are (1) very large or smdl relative to the rest
of the data, or (2) suspected of being unrepresentative of the true concentration at the samplelocation are
often caled “outliers.”” Observations which appear to be unusua may correctly represent unusua
concentrations in thefield, or may result from unrecognized handling problems, such as contamination, lab
measurement, or data recording errors. If a particular observation is suspected to be in error, the error
should be identified and corrected, and the corrected value used in the andysis. If no such verification is
possible, agatistician should be consulted to provide modifications to the Satistica analysis that account
for the suspected “outlier.” For more background on gatistical methodsto handle outliers, see Barnett and
Lewis (1984).

The handling of outliersisacontroversd topic. In this document, all datanot known to be

in error are considered to be valid because;

. The expected didtribution of concentration values may be skewed (i.e,
norn-symmetric) so that large concentrations which look like “outliers’ to some
andyds may be legitimate;

. The procedures recommended in thisdocument areless sengtive to extremely low
concentrations than to extremely high concentrations; and

. High concentrations are of particular concern for their potential health and
environmenta impact.
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2.4 Limitations and Assumptions of the Procedures Addressed inthis
Document

Because asingle document cannot adequately addressthe wide variety of Stuationsfound
at al Superfund sites, thisdocument will only discussthose statistical proceduresthat are gpplicableto most
stesand can beimplemented without adetailed knowledge of atistical methods. Although the procedures
recommended here will be generdly applicable, specific objectives or Stuationsat some Stesmay require
the use of other statistical procedures. Where possible problems are anticipated, the text will recommend
consultation with a gatistician.

Due to the complex nature of conditionsat Superfund sites, this document cannot address
al gatistica issues gpplicable either to Superfund Sitesor to assessing the attainment of cleanup standards.
The discussion inthisdocument isbased on certain assumptions about what statistical testswill berequired
and what the situations &t the ste will be. For completeness, the mgor assumptions are reviewed below.

. The contaminants are known;

. The ground water does not attain the cleanup standard until this assumption (that
isthe null hypothesis) isrgected usng adaidica tes;

. At the time of sampling for assessing attainment, there are no reasons to believe
the ground-water concentrations might incresse over time;

. Location of the monitoring and pumping (or trestment) wellsarefixed and are not
to be specified as part of the satisticd methods. As a reault, the attainment
decison grictly applies only to the water in the wells, not to the ground water in
generd. To draw generd conclusons about the ground water, additiond
assumptions must be made or additiond wells must be established; and

. The cleanup standard is greater than the detection limit for al chemicals to be
tested.

2.5 Summary

This guidance consders the variety and complexity of ground water
conditions at Superfund sites and provides procedures which can be used a most sites and
under most conditions. This chapter outlines some of the conditions found at Superfund sites and
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some of the assumptions which have been made as a guide to the sdection of datistica procedures
presented in later chapters.

Errors are possible in evauating whether a ste atains the cleanup standards, resulting in
fdse positive and fa se negative decisions. Statistica methods provide approachesfor baancing these two
decison errors and alow extrapolaion in ascientificaly-vaid fashion.

This chapter reviews briefly the satistical concepts that form a basis for the procedures
described in this guidance. These include:

. fase pogitive decison -- aste is thought to be clean when it is not;

. fase negative decision -- agteis thought to be contaminated when it is not;

. mean -- the vaue that corresponds to the “center” of the concentration
digtribution;

. Qth proportion or percentile -- avaue that separates the lower Q percent of the
measurements from the upper 100-Q percent of the measurements;,

. confidence intervals -- a sample-based estimate of amean or percentilewhich is
expressed as arange or interva of values which will include the true parameter
vaue with a known probability or confidence;

. null hypothesi's -- the prior assumption that the contaminant concentrationsin the
ground water at the Site do not attain the cleanup standard;

. hypothes's tests -- a statistical procedure for assessing attainment of the ground
water by accepting or regjecting the null hypothesis on the basis of data; and

. power curve -- for a specified statistica test and sample Size, the probability of
concluding that the ground water attains the cleanup standard versus true
concentration.

Unlike datigtical tests in other circumstances, assessment of ground water
requires condderation of the corrdation between measurements across time and Space
As a result of correaion across time, estimating the short-term and long-term concentrations
requires different procedures. The ground water is defined as attaning the cleanup dan-
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dard if the Setistical test indicates the long-term mean concentration or concentration percentile at the Ste
attains the cleanup standard.

Whenmany wellsor contaminants are assessed, careful consideration must begiventothe
decision procedures which are used to combine data from separate wells or contaminants in order to
determine if the Steasawhole atainsal relevant cleanup standards. How the datafrom separate wdlsare
combined affectstheinterpretation of theresults and the probability of concluding thet the overal Steatains
the cleanup standard. A complete discussion of how to assess attainment using multiplewelsisbeyond the

scope of thisvolume.
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This chapter discusses the pecification of the attainment objectives, including the specific
proceduresto be used to assess attainment. The sampling and anaysis plans, discussed in the next chapter,
outline procedures to be used to assess attainment consistent with the attainment objectives. The
specification of objectives must be completed by personnd familiar with the following:

. The characterigtics of the ground water and contamination present at the waste
gte

. The hedth and environmenta risks of the chemicasinvolved; and
. The cogts of sampling, andysis, and remediation.

The flow chart in Figure 3.1 summarizes the steps required to specify the sampling and
andys's objectives and shows where each step is discussed. In generd, specification of the attainment
objectives for the Ste under investigation involves specifying the following items:

The wdls to be sampled;

. The sample collection and handling procedures,

. The chemicals to be tested and the |aboratory test methods to be used;
. The relevant cleanup standard for the chemicals under investigetion;

. The parameter (eg., the mean or a percentile) of the chemical concentration
digtribution which is to be compared to the cleanup standard;

. The “fdse pogtiverate’ for the datistical test (the confidence leve for protection
againg adverse hedth and environmenta risk);

. The precison to be achieved; and

. Any other secondary objectives for which the data are to be used which may
affect the choice of satistical procedure.
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Figure 3.1 Sepsin defining the atainment objectives

Specify sample wells | <
(Section 3.2)

!

Specify the sample
collection procedures.
(Section 3.3)

'

Specify the chemical to be
tested.
(Section 3.4)

'

Specify the parameter to compare
to the cleanup standard
(Section 3.5)

‘

Specify the probability of mistakenly,
declaring the sample area clean.
(Section 3.6)

'

Specify the precision to be achieved
(Section 3.7)

!

Review all elements of the
attainment objectives,

Yes

Are any
changes in the
attainment objectives

required?
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The items which make up the attainment objectives arediscussad in detall inthefollowing
sections.

31 Data Quality Objectives

The Qudity Assurance Management staff within EPA has developed requirements and
proceduresfor the devel opment of Data Quaity Objectives (DQOs) when environmenta dataare collected
to support regulatory and programmeatic decisons. Although the DQOs are an important part of the
attainment objectives, they are discussed in detail elsewhere and will not be addressed here. For more
information, readers should refer to U.S. EPA (1987a) and U.S. EPA (1987b).

3.2 Specification of the Wellsto be Sampled

WdIswithin the stewill be monitored and evaluated with respect to the applicable cdleanup
standards. Extending inferences from the sampled wells to the ground water in generd must be made on
the basis of both available data and expert knowledge about the ground-water system and not on the basis
of gatistical sampling theory. Careful sdection of the ground-water wells to be used for assessment is
required to ensure that attainment of the cleanup standard in the sampled wells implies to al parties
concerned that the ground-water quality has been adequately protected.

Sections 2.2.3 and 2.3.5 provide more discussion on the implications of the decison on
which wells mugt attain the cleanup standard.

3.3 Specification of Sample Collection and Handling Procedur es

The results of any datistica andyss are only as good as the data on which it is based.
Therefore, an important objective for sampling and analysis plan is to carefully define al aspects of data
collection and measurement procedures, including:

. How the ground-water sampleis to be collected;

. What equipment and procedures are to be used;
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. How the sample isto be handled between collection and measurement;
. How the [aboratory measurements are to be made; and
. What precison isto be achieved.

One reference for guidance on these topics is The Handbook for Sampling and Sample
Preservation of Water and Wastewater (U.S. EPA, 1982).

3.4 Specification of the Chemicals to be Tested and Applicable Cleanup
Standards

The chemicals to be tested should be listed. When multiple chemicdls are tested, this
document assumesthat al chemicdsmugt attain therelevant cleanup standard in order for the ground water
from the well(s) to be declared clean.

The term “cleanup standard” is a generic term for the value to which the sample
measurements must be compared. Throughout this document, the cleanup standard will be denoted by Cs.
The cleanup standard for each chemicd of concern must be stated at the outset of the study. Cleanup
standards are determined by EPA in the process of evaluating Site-gpecific cleanup aternatives. Find
selection of the cleanup standard depends on many factors. These factors are discussed in Guidance on
Remedid Actions for Contaminated Ground Water at Superfund Sites[Interim Find] (U.S. EPA, 1988).

35 Specification of the Parametersto Test

Inorder to define adtatistical test to determineif the contaminant concentrationsin ground
water well(s) attain the cleanup standard, the characteristic of the concentrationswhich isto be compared
to the cleanup standard must be specified. Such characteristicsare called parameters. Thetwo parameters
discussed in thisdocument for testing individua wells are the mean concentration and aspecified percentile
of the concentrations, such as the median or the 90th percentile of the ground-water concentrations. The
fallowing sections discuss the criteria for selecting the parameters to test. These parameters have been
defined previoudy in Section 2.3.1.
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35.1 Selecting the Parametersto I nvestigate

Criteriafor selecting the parameter to use in the Satistica attainment decison are:

. The criteria used to develop the risk-based standards, if known;
. Whether the effects of the contaminant being measured are acute or chronic;
. The rdative sample sizes required;

. Thelikelihood of finding concentration measurements bel ow the cleanup sandard;
and

. The relative spread of the data.

For example, if the cleanup standard is a risk-based standard developed for the mean
concentration over a specified period of time, it islogica that the cleanup standard be compared to the
mean concentration. Alterndively, if the cleanup standard isarisk-based standard devel oped for extreme
concentrationswhich should rarely be exceeded, it islogical to test an upper percentile of the concentration
digribution.

Many consderationsmay go into the selection of the parameter to test. Table 3.1 presents

criteriaand conditions that support or contradict the use of each parameter.

Some genera rules for sdlecting the parameter to test are:

@ If the chemical contaminant of concern has short-term or acute effects on human
hedlth or the environment, testing of upper percentilesisrecommended, with higher
percentiles being chosen for testing when the didtribution of contamination has a
higher coefficient of variaion.

2 If the chemica contaminant of concern haslong-term or chronic effects on human
hedth or the environment, Table 3.2 shows the recommended parameter based
onthe coefficient of variation of the dataand the likelihood of measurementsbelow
the detection level.
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Table3.1 Points to consder when trying to choose among the mean, upper proportion/percentile,
or median

Parameter Points to Consider

Mean 1) Easy to cdculate and estimate a confidence interval.

2) Usgful when the cleanup standard has been based on consideration of
carcinogenic or chronic hedth effects or long-term average exposure.

3) Useful when the data have little variation from sample to sample or season to
Season.

4) If the data have alarge coefficient of variation (greater than about 1.5) testing
the mean can require more samplesthan for testing an upper percentilein order
to provide the same protection to human hedth and the environment.

5) Can have high false postive rates with smal sample sizes and highly skewed
data, i.e. when the contamination levels are generdly low with only occasiond
short periods of high contamination.

6) Not as powerful for testing attainment when there is a large proportion of
|ess-than-detection-limit vaues.

7) Isadversdly affected by outliers or errorsin afew data vaues,

Upper 1) Requiring that an upper percentile be less than the cleanup standard can limit
PfOIOO"t_'IOH/ the occurrence of samples with high concentrations, depending on the
Percentile selected percentile.

2) Unéffected by less-than-detection-limit values, as long as the detection limit
is less than the cleanup standard.

3) If the hedth effects of the contaminant are acute, extreme concentrations are
of concern and are best tested by ensuring that alarge proportion of the
measurements are below a cleanup standard.

4) 4) The proportion of the samples that must be below the cleanup standard
must be chosen.

5) For highly variable or skewed data, can provide smilar protection of human
hedth and the environment with a smdler sample sze than when testing the
mean.

6) Isrdatively unaffected by asmall number of outliers.
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Table3.1 Points to consder when trying to choose among the mean, upper proportion/percentile,

or median (continued)

Parameter Points to Consider

Median 1) Hasbenefits over the mean becauseit is not as heavily influenced by outliers
and highly variable data, and can be used with a large number of
|ess-than-detection-limit vaues.

2) Hasmany of the pogtive features of the mean, in particular its ussfulness for
evauating cleanup standards based on carcinogenic or chronic headth effects
and long-term average exposure.

3) For pogtively skewed data, the median is lower than the mean and therefore
testing the median provides less protection for human hedth and the
environment than testing the mean.

4) Retains some negative fegtures of the mean in that testing the median will not
limit the occurrence of extreme vaues.

Table3.2 Recommended parameters to test when comparing the cleanup standard to the

concentration of a chemica with chronic effectst

Proportion of the data with concentrations below
the detection limit:

Low
(Perhaps < 30%)

High
(Perhaps > 30%)

Large Coefficient
of Vaiaion
(Perhapscv > 1.5)

Mean or
Upper Percentile
(Upper percentile

requires fewer

samples)

Upper Percentile

Intermediate Coefficient of

Vaiation

(Perhaps1.5>cv>.5

Mean or
Upper Percentile

Upper Percentile

Smdl Coefficient
of Variation
(Perhaps cv < .5)

Mean
or Median

Median

1Based on Westat simulations and analysis summarized in an internal Westat memo.
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35.2 Multiple Attainment Criteria

In some Situations two or more parameters might be chosen. For example, both die mean

and an upper percentile can be tested using die rule that the ground water attains the cleanup standard if
both parameters we below the cleanup standard.

Other more complicated criteria may be used to assess the attainment to the cleanup
criteria. Examples of multiple criteriaare:

. It is desirable that most of the ground-water samples have concentrations below
the cleanup standard and that the concentrations which are above the cleanup
standard are not too large. This may be accomplished by testing if the 75th
percentile is below the cleanup standard and the mean of those concentrations
whichare above the cleanup standard islessthan twice the cleanup standard. This
combination of tests can be performed with modifications of the methods
presented in this document.

. It is desirable that the mean concentration be less than the cleanup standard and
that the standard deviation of the data be smal. This may be accomplished by
tedting if the mean is below the cleanup standard and the standard deviation is
below a specified vaue. This document does not address testing the standard
deviation, variance, or coefficient of variation againgt a sandard.

For tegting of multiple criteria not discussed in the guidance document, consultation with a gatitician is
recommended.

3.6 Specification of ConfidenceL evelsfor Protection Against AdverseHealth
and Environmental Risks

In order to design a statistica test for deciding if the ground water attains the cleanup
standard, those specifying the sampling and analysis objectives must select the fase positiverate. Thisrate
is the maximum probability that the test results will show the ground water to be clean when it is actudly
contaminated. It is usually set at levels such as 0. 10, 0.05, or 0.0 1 (that is 10%, 5%, or 1%), depending
onthe potentia consequences of deciding that the ground weter isclean when, infact, it isnot clean. While
different false positive rates can be usad for each chemicd, it is recommended that the same rate be used
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for al chemicas being investigated.! For a further discussion of false positive rates see Section 2.3.4 or
Soka and Rohlf (1981).

3.7 Specification of the Precision to be Achieved

Precisongenerdly refersto the degreeto which repeated measurementsare Smilar to one
another. In this context it refersto the degree to which estimates from different samples are smilar to one
another. Decisonsbasad on precise estimateswill usudly bethe samefrom sampleto sample. Thedesired
precisionof the statistical test is pecified by the desired confidencein the Satistical decisonsresulting from
the Satigtica test.

Specification of the precisonto be achieved isrequired to completely definethe statistica
test to use. The precison which is to be achieved can be defined by specifying the parameter vaue for
which the probability of afalse negative decisonisto be controlled. For adefinition of “false negative” see

Section 2.3.4.

To completely define the precison when testing the mean, the following items must be
specified:

. a, thefdse podtiverate,

. Cs, the cleanup standard,;

. 1, the mean concentration at which the false negative rate is to be specified; and

. 3, thefdse negative rate at .

To completely define the precison when testing percentiles, the following items must be
specified:

. o, thefase postiverate,

. Cs, the cleanup standard;

When testing multiple chemicals from the same ground water samples, the overall false positive rate will be
approximately the same as that for individual chemical testsif the concentrations of different chemicalsare
highly correlated. In situations where the concentrations are not highly correlated, the overall false positive rate
for the entire site will be smaller than that specified for the individual chemicals.
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* Po, the largest acceptable proportion of ground-water sampleswith concentrations
above the cleanup standard;

. P, the value of die proportion for which the false negative rate is to be specified
(comparable to |, when testing means);

. 3, thefase negative rate at P;.

The specification of these items is discussed in detail Chapter 2 of this document and in
Chapter 6 and 7 of Volume I. The reader should refer to Volume | for detailed ingtructions on how these
items are to be specified.

3.8 Secondary Objectives

The sampling and anadysis data may be used for purposes other than assessing the
atainment of the cleanup standards. For example, they may be used to determine the rel ationship between
concentrations of different contaminants, to determine the seasond patternsin the measurements, or to get
measurements on a contaminant not being assessed. These secondary objectives may determine what

procedureis used to collect the samples or how often the samples are collected.

3.9 Summary

This chapter discussed the specification of the variousitems which make up the attainment
objectives. The objectives will be specified by EPA, regulatory agencies, and othersfamiliar withthe site,
the environmenta and hedlth risks, and the sampling and remediation costs. As part of the objectives,
careful consderation must be given to defining the wells to be tested, the ground-water sampling and
anaysis procedures, the Satistical parameter to be compared to the cleanup standard, and the precision
and confidence level desired. The attainment objectives provide the background for developing the
sampling and andysis plans discussed in Chapter 4.
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Once the attainment objectives are specified by program and subject matter personnd,
datidicians and hydrogeol ogists can be useful in designing important components of sampling and andys's
plans. The sampling plan specifies how the water samples are to be collected, stored, and analyzed, and
how many samplesto callect. The andys's Plan specifies which of the Statistical procedures presented in
the following chapters are to be used. The sampling and andysis plans are interrdlated and must be
prepared together. The decision regarding atainment of the cleanup standard can be made only if thefield
and laboratory procedures (in the sampling plan) provide datathat are representative of the ground water
and can provide the parameter estimates (from the andysis plan) specified in the attainment objectives.

The specification of the sampling and analys's plans will depend on the characteristics of
the waste Ste and the evidence needed to evauate attainment. The Satistica methods must be consistent
withthe sample design and attainment objectives. If there gppearsto be any reason to use different sample
designs or andysis plansthan those discussed in thisguidance, or if thereisany reason to change either the
sample design or the analysis plan after fidld data collection has sarted, it isrecommended that agtatistician
be consulted.

4.1 The Sample Design

The sample design, or sampling plan, outlines the procedure for collecting the data,
induding thetiming, location, and filed proceduresfor obtaining each physical water sample. Thediscusson
here focuses on the timing of the sample collection activities. Common types of sample design arerandom
sampling and systematic sampling. Either o f these sample collection procedures can require afixed number
of samplesor use sequentiad sampling in which the number of samplesto be collected isnot specified before
the sampling period.
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411 Random Sampling

In arandom sample design, samples are collected a random times throughout the sampling
period. For example, usng smple random sampling 48 sample collection times might be randomly selected
within a four year sampling period. Using smple random sampling, some years may have more samples
than other years. One dternative to Smple random sampling is sratified random sample in which 12
samplesare collected in each of four years, with the sampletimeswithin each year being randomly selected.
In aether case, with a smple random sample the time interva between the collection of the water samples
will vary. Some samples may be collected within days of each other while at other timesthere may be many

months between samples.

Although random sampling has some advantages when caculating the satistical resultsfor
short term tests (Chapter 5), systematic sampling is generally recommended for assessing atainment.

412 Systematic Sampling

Usng a systematic sample with a random start, ground water samples are collected at
regular time intervals, (such as every week, month, three months, year, etc.) sarting from thefirst sample
collectiontime, whichisrandomly determined. In thisdocument, the systematic samplewith arandom dart

will be referred to as Smply a systematic sample.

When sampling ground water, a systematic sample is usudly preferred over a ample

random sample because:

. Extrapolating fromthe sample period to future periodsis easer with asystematic
sample than a smple random sample;

. Seasond cycles can be easily identified and accounted for in the data analysis,

. A systematic samplewill be easier to administer because of the fixed schedule for
sampling times; and

. Mogt ground water samples have been traditiondly collected usng a sysematic
sample.
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The procedures described in the following chapters assume that either a systematic or
random sample is used when collecting datafor a short term test and that a systematic sampleis collected
when assessing attainment. If other sample designs are consdered, consultation with a Satigtician is
recommended. It should be noted that when implementing a systematic sample, care must be taken to
capture any periodic seasond variaionsinthedata. The seasond patternsin thedatawill repesat themsdves
(after adjusting for measurement errors) following a regular pattern. For example, if ground water
measurements a a gte exhibit seasond fluctuations, following the four seasons of the year, collecting data
every Sx months may miss some important aspects of the data, such as high or low measurements, and
could present a mideading picture of the status of the Ste. Because many seasond patterns will have a
yearly cycle (dueto yearly patterns in surface water recharge) the text will often refer to the number of
samples per year instead of the number of samples per seasona cycle.

One variation of the sandard systematic sample usesadifferent random start for each years
data. For example, if onewater sampleis collected each month, inthefirst year samples might be collected
onthe 17th of each month and in the second year on the 25th of each month, etc. Thisvariationispreferred

when there are large seasond fluctuations in the data.

Follow the steps below to specify the systematic sample design:

1) Determine the period of any seasond fluctuation (i.e., time period between
repeating patterns in the data). This period will usualy be a year. If no period is
discernible from the data, the use of a one-year period is recommended.

2 Determine the number of ground water samples, n, to collect in each year
(seasonal cycle) and the corresponding sampling period between samples. A
minimum of four sample collections per year is recommended.

3 Specify the beginning of the attainment sampling period.

4 Randomly sdlect a sampling time during the first sampling period.

5) Subsequent sampling should be at equd intervals of the sampling period after the
fird sampleis collected.

In practice, the samples need not be collected precisdy a the time caled
for by the sampling interval. However, the difference between the scheduled sampling time and
the actua time of sampling should be smal compared to the time between successve
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samples. The sample collection of subsequent samples should not be changed if one sample is collected
early or later than scheduled. An example of the procedureis presented in Box 4.1.

Box 4.1
Example of Procedure for Specifying a Systematic Sample Design

@ The seasonad cycle in the measurements is assumed to have a period of one
year.

2 Based on the methods in Chapter 8, it is decided to collect 6 samples per
year, one every two months.

3 The attainment sampling period isto start on April 1, 1992.

4 The firgt sampling time during the first two-month sampling period israndomly
seected using successve flips of a coin. Each flip divides the portion of the
sampling period being considered into two. Heads chooses the earlier half,
talsthe later haf. After 5 flips, the chosen day for thefirst sampleis April 15.

5) Samples are scheduled to be collected the 15th of every other month. If one
sampleis, collected on the 20th of amonth, the subsequent sample should till
be targeted for the 15th of the appropriate month.

4.1.3 Fixed ver sus Sequential Sampling

For most satistica tests or procedures, the satistical analysisis performed after the entire
set of water samples has been collected and the laboratory results are complete. This procedure uses a
fixed sample size test because the number of samplesto be collected is established and fixed before the
sample collection begins. In sequential testing, the water samples are analyzed in the lab and the Statistical
andysisis performed as the sample collection proceeds. A datigtica analyss of the data collected a any
point in time is used to determine whether another sample isto be collected or if the sampling terminates.
Sequentid datigtica tests for data collected using sequentid sampling of ground water are discussed in
detail in Chapter 9
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4.2 The AnalysisPlan

Similar to sampling plan, planning an approach to andysis begins before the first physica
sampleiscollected. Thefirst step isto define the attainment objectives, discussed in Chapter 3. If themean
is to be compared to the cleanup standards, the statistical methods will be different than if a specified
proportion of the samples must have concentrations below the cleanup standard. Second, theandysisplan
must be developed in conjunction with the sampling plan discussed earlier in this chapter.

Third, determine the gppropriate sample size (i.e. the number of physical samplesto be
collected) for the selected sample and andysis plan. Whether using afixed samplesze or sequentid design,
cdculate the sample sze for the fixed sample Sze test. Use this sample size for comparing dternate plans.
In some cases, the number of samplesis determined by economics and budget rather than an evauation
of the required accuracy. Nevertheless, it is important to evaluate the accuracy associated with a
prespecified number of samples.

Fourth, the analys's plan will describe the statistical evauation of the data

Inmany cases, specification of the sampling and andysis plan win involve consideration of
severd dternatives. It may aso be an iterative process as the plans are refined. In cases where the costs
of meeting the attainment objectives are not acceptable, it may be necessary to reconsider those objectives.
When trying to balance cost and precison, decreasing the precison can decrease the sampling and lab
costs while increasing the codts of additiona remediation due to incorrectly concluding that the ground
water does not attain the cleanup standard. In this Stuation, consultation with a Satistician, and possbly

an economi<t, is recommended.

Chapters 8 and 9 offer various statistical methods, depending on attainment objectivesand
the sampling plan. Table 4.1 presentsthel ocationsin this document where various combinations of andys's

and sampling plans are discussed.
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Table4.1 Locations in this document of discussions of sample designsand analysisfor ground water
sampling
Sample Design
Type of Evauation Andyss Method Fixed Sample Sze Sequentia
Continuous Data Test of the Mean Sections 8.3 and 8.4 Sections 9.3 and 9.4
Discrete Data Test of Proportions Section 8.5 Section 9.5
4.3 Other Considerationsfor Ground Water Sampling and Analysis Plans

At aminimum, al ground water sampling and andysis plans should specify:
. Sampling objectives;

. Sampling prdiminaries,

. Sample collection;

. In-gtu fidd andysis,
. Sample presarvation and analys's,
. Chain of custody contral;

. Anayticd procedures and quantitation limits;
. Field and laboratory QA/QC plans,

. Anayss procedures for any QC data;

. Statigticd andyds procedures; and

. Interim and find dtatistics to be provided to project personnd.

For more information on other congiderationsin ground water sampling and andlys's, see

RCRA Ground Water Monitoring Technical Enforcement Guidance Document (EPA, 1986D).
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4.4 Summary

Design of the sampling and andysis plan requires specification of attainment objectives by
program and subject matter personnd. The sampling and andys's objectives can be refined with the
assstance of datigtica expertise. The sample design and andysis plans go together, therefore, the methods
of andyss must be consstent with the sample design and both must be consstent with the characteristics
of the data and the attainment objectives.

Types of sample desgn include smple random sampling or systematic sampling, and fixed
sample size or sequentid sampling. This guidance assumes the data will be collected usng a systematic
sample when assessing attainment.

Steps required to plan an approach to analysis are:

. Specify the attainment objectives;

. Deveop the andlyss plan in conjunction with the sampling plan;
. Determine the appropriate sample size, and
. Describe how the resulting datawill be evauated.

4-7
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5. DESCRIPTIVE STATISTICSAND HYPOTHESIS
TESTING

This chapter introduces the reader to some basic statistical procedures that can be used
to both describe (or characterize) aset of data, and to test hypotheses and make inferences from the data.
The procedures use the mean or asdlected percentile from asample of ground water measurements along
withitsassociated confidenceinterva. The confidenceinterva indicates how well the population (or actud)
mean on percentile can be estimated from the sample mean or percentile. These parameter estimates and
their confidence intervals can be useful in communicating the current status of a clean up effort. Methods
of assessing whether the concentrations meet target levels are useful for evaluating progress of the
remediation. The gatistical procedures given in this chapter are cdled “parametric’ procedures. These
methods usualy assume that the underlying distribution of the dataiis known. Fortunately, the procedures
perform well even when these assumptions are not gtrictly true; thus they are gpplicable in many different
fidd conditions (see Conover, 1980). The text notes situations in which the Statistical procedures are

sengtive to violations of these assumptions. In these cases, consultation with agtatistician isrecommended.

Cdculaions of means, proportions, percentiles, and their corresponding standard errors
and their associated confidence intervals (mesasures of how precise these estimated means, proportions,

or percentiles are) will be described. The atistics and inferential procedures presented in this chapter are

appropriate only for estimating short-term characteristics of contaminant levels. By *“short-term
characteristics’ we mean characterigtics such as the mean or percentile of contaminant concentrations
during the fixed period of time during which sampling occurs. For example, data collected over aoneyear
period can be used to characterize the mean contaminant concentrations during the year. Procedures for
edimating the long-term mean and for assessing atainment are discussed in Chapters 8 and 9. The
digtinctionbetween the methods of this chapter and those givenin Chapters 8 and 9 isthat inferences based
on short-term methods apply only to the pecified period of sampling and not to future points of time. The
procedures discussed in this chapter can be used in any phase of the remedia effort; however, they will be
most useful during treetment, asindicated in Figure 5.1. For afurther discussion of short- versuslong-term
tests, see Section 2.3.2.
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Figure 5.1 Example scenario for contaminant measurements during successful remedid action

Much of the materid on means, percentiles, sandard effors and confidence intervas has
been previoudy presented in Volume | of this series of guidance documents. To avoid duplication, the
discussion of these topicsiin this chapter islimited to the main points. The reader should refer to Volume
| (Section 6.3 and 7.3) for additiond details.

Some Notations and Definitions

Unless stated otherwise, the symbols X, X, ..., X, ..., Xy Win be used in this manud to
denote the contaminant concentration measurementsfor N ground-water samplestaken at regular intervals
during aspecified period of time. The subscript on the X’ sindicates the time order in which the samplewas
drawn; eg., X, isthefirg (or oldest) measurement while x isthe Nth (or latest) measurement. Collectively,
the set of X’sis referred to as a data set, and, in general, x, will be used to denote the i measurement in
the data set.

The data set has properties which can be summarized by individua numerical quantities
such asthe sample mean, standard deviation or per centile (including the median). In genera, these
numerical quantities are called sample atistics. The sample mean or median provides amessure of the
central tendency of the data or the concentration around which the measurements cluster. The sample
standard deviation provides a measure of the spread or dispersion of the data, indicating whether the
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sample dataarerdatively closein value or somewhat spread out about the mean. The samplevarianceis
the square of the standard deviation. The computational formulas for these quantities are given in
subsequent sections.

As one of many possible sets of samples which could have been obtained from a ground
water well, the mean, standard deviation, or median of the observed sample of measurements, x;, X, ...,
Xy, Fepresent just one of the many possible values that could have been obtained. Different samples will
obviously lead to different values of the sample mean, Sandard deviation or median. Thissample-to-sample
vaiability isreferred to as sampling error or sampling variability and is used to characterize the precision
of sample-based estimates.

The precison of a sample-based estimate is measured by a quantity known as the
standard error. For example, an estimate of the standard error of the mean will provide information on
the extent to which the sample mean can be expected to vary among different sets of samples, each set
collected during the same sample collection period. The standard error can be used to construct
confidenceintervals. A confidenceinterva provides arange of vaueswithin which wewould expect the
true parameter vaue to lie with a specified level of confidence. Statistica gpplications requiring the use of
standard errors and confidence intervals are described in detail in the sections which follow. The standard
error differs from the standard deviation in that the standard deviation measures the variability of the
individua observations about their mean while the standard error measures the variability of the sample

mean among independent samples.

Throughout the remainder of this document, certain mathematica symbolswill be used. For
reference, some of the frequently-used symbols are summarized in Table 5.1.

Findly, note that the equations that follow assume that there are no missing observations.
If there are rdatively few missing observations (i.e, five percent or less of the data set have missng data
for the chemica measurement under consideration), the ground-water samples with missing data should
be deleted from the data set. In this case, dl satistics should be calculated with the available data, where
the “ samplesze’ now correspondsto the number of sampleswhich have non-missing concentration val ues.
However, if more than five percent of the data are missing, a saistician should be
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consulted. Additiona comments regarding the treetment of the missing vaues will be given in the sections
where specific Satistica procedures are being discussed.

Table5.1 Summary of notation used in Chapters 5 through 9

Symbol Definition

X; Contaminant measurement for the ith ground water sample. For
measurements reported as below detection, x; = the detection limit.

In the discussion of regression, the dependent variable, often the
sample collection time, sometimes the sample collection time after a

transformetion.
m The number of years for which data were collected (usudly the andysis will
be performed with data obtained over full year periods)

n The number of sample measurements per year (for monthly data, n =12; for
quarterly data, n=4). Thisisaso referred to asthe number of “seasons’ per
year

N The total number of sample measurements (for data obtained over full year

periods with no missing vaues, N = nm)

Xik An dterndive way of denoting a contaminant measurement, wherek =1, 2,
..., m denotes the year, and | = 1, 2, ..., n denotes the sampling period
(season) within the year. If there are no missing vaues, the

subscript for x is related to the subscript for X in the following manner: i =

(k-)n +j.

& The mean (or average) of the N ground water measurements.

g The variance of the N ground water measurements.

S The standard deviation of the N ground water measurements.

S The slandard error of the mean (thisis caculated differently for long
and short term tests).

Df The degrees of freedom associated with the standard error of an estimate.

Cs The cleanup standard relevant to the ground water and the contaminant being
tested
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Table5.1 Summary of notation used in Chapters 5 through 9 (continued)

Symbol

Definition

P

Po

Yi

The “true’ but unknown proportion of the ground water with contaminant
concentrations greater than the cleanup standard.

The criterion for defining whether the sample area is clean or contaminated
using proportions. According to the attainment objectives, the ground water
attains the cleanup standard if the proportion of the ground water samples
with contaminant concentrations greater than the cleanup standard islessthan
P,, i.€,, the ground water is clean if P<P,.

The vaue of P under the dternative hypothesis for which a specified fase
negative rate is to be controlled.

The desred fdse postiveratefor the satistica test. Thefdse postiveraefor
the gatistical procedure is the probability that the ground water will be
declared to be clean when it is actudly contaminated.

The fdse negative rate for the statistica procedure is the probability that the
ground water will be declared to be contaminated when it is actudly clean
(see Section 2.3.4 and Table 2.1 for further discussion).

In caculating proportions, the coded vaue of x;. If the concentration
in sample i is less than the cleanup standard (x<Cs), then y=0. If the
concentration in the sampleis greater than or equa to the cleanup standard
(% $ Cs), theny, = 1.

In the discusson of regresson, the independent variable, often the
contaminant measurement for the ith ground water sample, sometimes the
measurement after atransformation.

The “true’ but unknown mean concentration across the sample areg, the
population mean.

The vaue of 1 under the dternative hypothesis for which a specified fase
negative rate is to be controlled (<.
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5.1 Calculating the Mean, Variance, and Standard Deviation of the Data

The basic equation presented in Box 5.1 for calculating the mean and variance (or standard
deviation) for asample of data can befound in any introductory atisticstext (e.g., Soka and Rohlf, 1981
or Neter, Wasserman, and Whitmore, 1982).

Box 5.1
Calculating Sample Mean, Variance, and Standard Deviation

Designate the individual data values from a sample of N observations as x;,
X3, ..., XN. The sample mean (or arithmetic average) of these observations,
indicated by &, is given by

N
2

% = L'%— (5.1)

The equation for the sample variance, s2, is

Z" i2 EXI Ex,

2181 N
s
N-1 R ES

(5.2)

The corresponding equation for the standard deviation of the data is

\/ fe ]
(5.3)

Both the variance and standard deviation have N-1 degrees of freedom.

The mean and dandard deviation are descriptive datistics that  provide

information about certain properties of the data set. The mean is a measure of the
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concentration around which the individud measurements cluster (the location centrd tendency). The
standard deviation (or equivaently, the variance) provides ameasure of the extent to which sample data

vary about their mean.

Note that samples with missing data should be excluded from these cdculations, in which
case N equals the number of sampleswith non-missng observations. If more than five percent of the data
have missng vaues, consult agatigtician.

Theterm, “Degr ees of Freedom,” denoted by Df, can be thought of as ameasure of the
amount of information used to estimate the variance (or sandard deviation) and thus reflects the precison
of theestimate. For example, the variance and standard deviation ca culated from formulas (5.2) and (5.3),
respectively, are based on “N-1 degrees of freedom.” For other estimates of variance (e.g., see Section
5.2.2 or 5.2.4), the associated degrees of freedom may be different. The degrees of freedom is used in
cdculating confidence intervas and performing hypothesis tests.

5.2 Calculating the Standard Error of the Mean

The standard error of the mean (denoted by ;) provides ameasure of the precision of the
mean concentration obtained from ground-water samples that have been collected over aperiod of time.
The standard error of agtatistic (e.g., amean) reflects the degreeto which that atistic will vary from one
randomly selected set of samples to another (each of the same sze). Smal vaues of g indicate that the

mean is relatively precise, whereas large values indicate that the mean isrelatively imprecise.

A number of different formulasare availablefor ca culating the sandard error of the mean.
The appropriate formula to use depends on the behavior of contaminant measurements over time and the
sampling design used for sample collection. Four methods of calculating the standard error and the
conditions under which they are applicable are discussed below. Care should be taken in each case to
insurethat an gppropriate estimation formulafor the stlandard error ischosen. Appropriate formulas should
be decided on a site-by-site basis.
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Generd rulesfor the selection of the formulafor caculating the sandard error of the mean

indude:
. If the ground water samplesare collected using arandom sample, usetheformulas
insection 5.2.1 and Box 5.2.
. If the ground water samples are collected using a sysematic sample:

Usetheformulasin Section 5.2.4 and Box 5.6 unlessthereare no obvious
seasond patterns or the serid correlations in the data are not sgnificant.

Usethe formulasin Section 5.2.2 and Box 5.3 if there are obvioudy no
seasona patterns in the data however the data might be correlated.

Use the formulas in Section 5.2.3 and Box 5.4 if there are seasond
patterns in the data and serid correations in the resduds are not
ggnificant.

Use the formulasin Section 5.2.1 and Box 5.2 if there are obvioudy no
seasondl patterns in the data and serial correlations in the data are not
sgnificant.

If there aretrendsin the data consider using regression methods (Chapter
6). If regression methods are not used and the trends are small relative to

the variation of the data, the methods using differences (Sections5.2.2 and
5.2.4) are preferred over the other methods.

Sections 5.3 and 5.6 discusses proceduresfor estimating the seria corrdation and Satigtica
tests for determining if it is Sgnificant.

5.2.1 Treating the Systematic Observations asa Random Sample

The smplest method of estimating the standard error isto treat the systematic sample as

asmple random sample (see Section 4. 1). In this case, the standard error of the mean (denoted by )

isgiven by the equationsin Box 5.2. Formula(5.4) will provide areasonably good estimate of the standard

error if the contamination is distributed randomly with respect to time. The formula may overdtate the

standard error if there are trends in contamination over time, seasond patterns or if the, data are sevidly

correlated.

5-8
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Box 5.2
Calculating the Standard Error Treating the Sample
as a Simple Random Sample

Sg = J—sﬁ (5.4)

where s is the standard deviation of the data as computed from equation
(5.3) and N is the number of non-missing observations. Equation (5.4) is

equivalent to
>
N Xi
¥ x;2  \i=l
i=1 -
8 =

N(N-1) (5.5)

The degrees of freedom for this estimate of the standard error is N-1.

5.2.2 Estimates From Differ ences Between Adjacent Observations

Another method in common useisbased on overlgpping pairs of consecutive observations.
That is, observation 1 is paired with observation 2, 2 with 3, 3 with 4, and so on. Thismethod often gives
amore accurate estimate of the standard error if the serid correlation between successive obsarvationsis
high. The computationa formulafor this estimate of the sandard error isgivenin Box 5.3 (e.g., see Kish,
1965, page 119 or Wolter, 1985, page 251).

If the data are independent, that is if the samples are collected using arandom sample or
if the data have no seasond patterns or seria correlations, the standard error calculated using equation
(5.6) will beless precise than that using equation (5.4). Since most Setisticstext books assumethat the data
areindependent, thesetext books present only equation (5.4) for estimating the stlandard error of the mean.
However, when usng a sysematic sample, the data are rarely independent. When the daa
are not independent, equation (5.4) may over estimate the standard error of the short term mean.
On the other hand, equation (5.6) is preferred because it provides a less biased estimate
of the sandard error of the short-term mean. Calculation of the standard error using the
differences between adjacent observations, equation (5.6), is not appropriate for estimating
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the standard error of along-term mean. Because systematic samples and short term means (i.e., the mean
of the limited population being sampled) are often of interest in survey sampling, equation (5.6) is more
commonly used in the andyss of sample surveys.

Box 5.3
Calculating the Standard Error Using Estimates Between Adjacent
Observations

N 2
2 (Xi - Xj-1)

52 = - (5.6)

The number of degrees of freedom for the standard error given by (5.6) is

approximately 2:,%1—, as suggested by DuMouchel, Govindarajulu and

Rothman (1973). When using this formula, round the approximate degress
of freedom down to the next smallest integer.

We suggest that this method of successive differences using overlapping pairs be used to
edimate the standard error of the mean unless there are obvious seasona patternsin the data, or seasond
patterns are expected. If there are seasonal patterns or trends in the data, equation (5.6) will tend to
overestimate the standard error. If the sample datarefl ect seasond variation, the method for computing the
standard error discussed in the next section should be employed.

523 Calculating the Standard Error After Correcting for Seasonal Effects

The formulas given in the preceding sections for calculating the standard error are not
gppropriate for data exhibiting seasond variability. Seasond variability is generdly indicated by aregular
pattern that is repesated every year. For example, Figure 5.2 shows 16 chemica observations taken at
quarterly intervas. Noticethat beginning with thefirst observation, thereisafairly obvious seasond pattern
inthe data. That is, within each year, the first quarter observation tends to have the largest vaue, while
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the third quarter observation tends to have the smdlest vaue. Over the year, the generd pattern isfor the
concentration to start at a high value, decrease in the second quarter, decrease again in the third quarter,

and then increase in the fourth quarter.

Figure5.2 Example of data from amonitoring well exhibiting a seasond pattern
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1 2 )\\/
3 4 3
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(4]
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e e I Tt e o |
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When the data exhibit regular seasond patterns, the seasonal means should be calculated
separately and then used to “ adjust” the sample data. Specifically, let x;, denote the observed concentration
for the ground water sample taken from the j*" time point in year k. Let n be the number of “seasons’ ina
seasonal cycle. Note that if data are collected every month, thenwehaven=12andj =1, 2, ..., 12.
However, if data are collected quarterly, thenwehaven=4andj=1,2,3,4. Ingenerd, letj =1, 2, ...,
nandk =1, 2, ..., m, where m is the number of non-missing observations that are available for season
j- Notethat m; will equal m (the number of years) for dl j (i.e., for al seasons) unless some dataare missing.
Even if the seasond effects are rdatively smdl, it is recommended that the seasona means be subtracted
from the sample data. The presence of “sgnificant” seasond patterns can be formaly tested by means of
andysis of variance (ANOVA) techniques. A gatigtician should be consulted for more information about
these tests.
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The equations for the j"" seasonal average, the average of the m) (non-missing) sample
observations for season j, and the sample residud after correcting for the seasona meansaregivenin Box
5.4. Additiona discussion of methods for adjusting for seasonality can be found in Satiticd Anayss of
Ground-Water Monitoring Data at RCRA Facilities (EPA, 1989b).

Box 5.4
Calculating Seasonal Averages and Sample Residuals

The jth scasonal average is:
1 Y
£ = — 3 x; 5.9
Tomy kgl 3 1)

where mj; is the number of non-missing observations available for season j.

The sample residual after correcting for the seasonal means is defined by

ejk = xjk - XJ (5.8)

By subtracting the estimated seasona means from the measurements, theresulting values, g, (or residudls),
will al have an expected mean of zero and the variationof theg, about the value zero reflects the generd
variation of the observations. Using the residuass caculated from formula (5.8), the standard error of the
mean can be caculated from the equationsin Box 5.5 (e.g., see Neter, Wasserman, and Kutner, 1985,

pages 573 and 539). Theterm 52 is referred to as the mean square error and is standard output in many

datistical computer packages (e.g., see Appendix E for details on using SAS to calculate the relevant
statistics).
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Box 5.5
Calculating the Standard Error After Removing Seasonal Averages

The standard error based on the residuals resulting from removing the
seasonal averages is:

(5.9)
where

N=) m;j (5.10)

The degrees of freedom associated with the standard error is Df = N-n.

Note that equation (5.9) can also be written as:

N:
= NN (5.11)

where
n my
21 kil cjz“
sz =—1T (5.12)

The estimate of sf above is the same as the mean square error when using
one-way analysis of variance.

524 Calculating the Standard Error After Correcting for Serial Correlation

If the serid correlation of the seasonaly adjusted residuasis significant (see Section 5.6),

the following formulain Box 5.6 should be used to compute the standard error of the mean, ;.
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Box 5.6
Calculating the Standard Error After Removing Seasonal Averages

The standard error based on the residuals resulting from removing the

scasonal averages is:
N
\/ X (ei - ¢i-1)?
0= IN(N-T) (5.13)

The degrees of freedom associated with the standard error given by formula
(5.13) is approximately Df = AB322. When using this formula, round the

approximate degress of freedom down to the next smallest integer. This
gqgation results from applying equation 5.6 to the residuals from equation

5.3 Calculating Lag 1 Serial Correlation

The serid correlation (or autocorrelation) measures the correlation of observations
separated in time. Consider the Situation where the ground water concentrations are distributed around an
average concentration, with no long-term trend or seasond patterns. The ground water measurementswill
fluctuate around the mean due to higtoric fluctuations in the contamination events and the ground water
flows and levels. Even though the measurements fluctuate around the mean in what may appear to be a
random pattern, the measurements in ground water samples taken close in time (such as on successive
days) will typically be more smilar than measurements taken far gpart in time (such as a year gpart).
Therefore measurements taken close together intime are more highly correlated than measurementstaken
far gpart in time. The extent to which successive measurements are correlated if measured by the serid

correlaion. The presence of sgnificant serid correlation affects the standard error of the mean.

If serid correlation is present in the data, statistical methods must be sdlected which will
provide correct results when applied to correlated data. Some of the statistical procedures described in
Chapters 5, through 9 require the caculation of the serid correlation. In genera, serid correlations need
not be based on observations which immediately follow one another in time sequence (“lag 1" serid
correlations). Serid correlations may be defined that are 2 time periods, 3 time periods, etc., apart. These
are
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referredto as “lag 27, “lag 37, or in generd, “lag k” serid corrdaions. Serid corrdaions are discussed
morefully in Gilbert (1987), page 38 or Box and Jenkins (1976), page 26. Only “lag 1’ serid correlations
will be condgdered in this document.

To caculaethe serid correlation, first compute the seasonally adjusted residuals, g, using
the procedure described in Section 5.2.3. Order the g, s chronologically and denotetheith time-ordered
resdua by e. The serid correlation between the residua s can then be computed as shownin Box 5.7 (see
Neter, Wasserman, and Kutner, 1985, page 456).

Box 5.7
Calculating the Serial Correlation from the Residuals After Removing
Seasonal Averages

The sample estimate of the serial correlation of the residuals is:

N
. .Zzeiei-l
Bobs = ‘;q_ (5.14)
el
i=1
Where e;,i = 1, 2, ...,N are the residuals after removing seasonal averages,
in the time order in which the samples were collected.

The serid correlation between successive observations, computed from formula (5.14),
depends on thetimeinterval between collection of ground-water samples. For example, for quarterly data,

A

f s F€Qresents  the correlation between measurements that are taken three months apart, while, for

monthly data, f,_represents the correlation between messurements that are taken one month apart.

Corrdations between observations taken a different intervals will generdly be different. For estimating
sample sizes (Section 5.10) it will be convenient to work with the monthly seria correlation, i.e., the
correlation between observations that are one month apart. If the data are not collected at monthly

intervals, the formulaiin Box 5.8 can be used to convert f . to amonthly seridl corrdlation f  (see Box
and Jenkins, 1970, for more details). Equation (5.15) estimates the monthly correlation from a correlation
based on observations separated by t months. For example, for a sample correlation calculated from
quarterly data, t = 3. Equation (5.15) is based on
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assumptions about the factors which affect the correlations in the measurements. These assumptions
become moreimportant asthe frequency at which the observations are collected differsfrom monthly (see
Box and Jenkins, 1970, page 57 and Appendix D).

Box 5.8
Estimating the Serial Correlation Between Monthly Observations

The estimated serial correlation between monthly observations based on a

sample estimate of the serial correlation between observations separated by t
months is:

1
8= (%obs)" (5.15)

With datafrom multiple wells, the estimates of seria correlations can be combined across
wellsto provide a better estimate when the following conditions are met:

. The contaminant concentration levdsin thewdls are Smilar;

. The wdls are sampled at the same frequency;
. The wedlls are sampled for roughly the same period of time; and

. The wels are geographicaly close.

Under these conditions, the combined estimate of serid correlation is caculated by averaging the estimates
caculated for each well.

5.4 Statistical I nferences: What can be Concluded from Sample Data

The firg two sections of this chapter dedt with the computation of severd types of
measures that can be used to characterize the sample data, means, standard errors, and serid correlation
coefficients. In addition to characterizing or describing one€'s data with summary dtatidtics, it is often
desirable to draw conclusions from the data, such as an answer to the question: |sthe mean concentration
less than the cleanup standard?
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A general gpproach to drawing conclusions from the data, adso referred to as making
inferences from the data, uses a standard structure and process for making such decisions referred to as
“hypothesistedting” in Satidticd literature. It can be outlined as follows.

1. Make an assumption about the concentrations which you would like to disprove
(e.g., the average population measure of acontaminant is greater than the cleanup
gtandard of 2.0 ppm). This cleanup standard represents your initiad or null
hypothesis about the current Situation.

2. Collect aset of data, representing arandom sample from the population of interest.

3. Construct agatistic from the sample data. Assuming that the null hypothesisistrue,
ca culate the expected digtribution of the statitic.

4, If the value of the gatisticsis conggtent with the null hypothesis, conclude thet the
null hypothesis provides an acceptable description of the present Stuation.

5. If the value of the gatigtic is highly unlikely given the assumed null hypothess,
conclude that the null hypothesisisincorrect.

Of course, sample data may occasondly provide an estimate that is somewhat different
from the true vaue of the population parameters being estimated. For example, the average vaue of the
sample data could be, by chance, much higher than that of the full population. If the sample you happened
to collect was subgtantidly different from the popul ation, you might draw thewrong conclusion. Specificaly,
you might conclude that the value assumed in the null hypothesis had changed when it redlly had not. This
fa se conclusion would have been arrived a smply by chance, by theluck of randomly sdecting aparticular
set of observationsor datavaues. The probability of incorrectly reecting the null hypothesisby chance can
be controlled in the hypothesis test.

If the chance of obtaining avaue of atest datistic beyond a specified limit is, say, 5% if
the null hypothesisistrue, then if the sample vaueisbeyond thislimit you have substantia evidencethat the
null hypothesisisnot true. Of course, 5% of the time when the null hypothesisistrue atest satistic value
will be beyond that specified limit. This probability of incorrectly rgjecting the null hypothesisis generdly
denoted by the symbol a (alpha) in atigticd literature. The person(s) making the decision specify therisk
of making thistype of error (often referredto asaType| error in gatistical literature) prior to andyzing the
data. If one wishesto be conservative, one might choose a =.01, adlowing
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up to a one percent chance of incorrectly regjecting the null hypothesis. With less concern about this type
of error, one might choose a =.1. A common choiceisa =.05.

Many of the test procedures presented below use confidence intervals. A confidence
interval showsthe range of valuesfor the parameter of interest for which the test satistics discussed above
would not result in the rgjection of the null hypothesis.

55 The Construction and I nter pretation of Confidencel ntervalsabout M eans

A confidenceinterva isarange of vaueswhich will include the popul ation parameter, such
as the population mean, with a known probability or confidence. The confidence interva indicates how
closely the mean of a sample drawn from a population approximates the true mean of the population. Any
level of confidence can be specified for aconfidenceinterva. For example, a95 percent confidenceinterva
congtructed from sample data will cover the true mean 95 percent of the time. In general, a 100(1-a)
percent confidence interva will cover the true mean 100(1-a) percent of thetime. Asindicated above the
vaue of a, the probability of a Type| error, must be decided upon and is usudly chosen to besmadl; eg.,
0.10, 0.05, or 0.01. The generd form of a confidence interval for the mean is shown in Box 5.9.

Box 5.9
Generd Condruction of Two-sded Confidence Intervas

A two-sded confidence interva for amean is generdly of the form:

R-t* 0@ +t* 5 (5.16)

In equation (5.16) the product t*s; represents the distance (in terms of sample standard
errors) on ether sde of the sample average that is likely to include the true population mean. One
determines t from atable of the t-distribution giving the probability that the ratio of (a) the difference
between the true mean and the sample mean to (b) the sample standard error of the mean exceedsacertain
vaue. To determinet, you actualy
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need to determine two parameters. a, the probability of aType error, and Df, the number of degrees of
freedom associated with the standard error. Thus, tisusualy expressed ast;_5 pf and the appropriate
vauet;_5 pf can befound from atable of the critical values of the t distribution using the row and column
associated with the values of 1-a and Df (see Appendix A).

Given below are the formulas for one- and two-sided confidence limits for a population
mean (Boxes 5.10 and 5.11). Here, the population (or “true’) mean is the conceptua average
contamination over al possible ground-water samplestaken during the specified time period. The one-sded
confidenceinterva (establishing an acceptable limit on therange of possible valuesfor the population mean
on only one side of the sample mean) can be used to test whether the ground water in the well for the
(short-term) period of sampling is significantly lessthan the cleanup standard. Thetwo-sided version of the
confidence interva can be used to characterize the ground-water contamination levels during the period
of sampling.

Box 5.10
Genegrd Condruction of One-sided Confidence Intervas

The upper one-sded confidence limit for the mean is given by:

Mua =8 + 1.5 DfSg (5.17)

Box 5.11
Construction of Two-sded Confidence Intervas

The corresponding two-sided confidence limits are given by:
Hua/2 =8 + 1.3 DfSg (5.18)

and
HLa/2 =8 + 1.3 DfSg (5.19)

In equations (5.17) to (5.19), 1-a isthe confidence level associated with theinterva, & is
the computed mean levd of contamination; s, is the corresponding standard
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error computed from the gppropriate formulain Section 5.2, and Df is the number of degrees of freedom
associated with s;. The degrees of freedom (Df) associated with the standard error depend on the particular
formula used. Table 5.2 summarizes the various sandard error formulas, their corresponding degrees of
freedom, and the conditions under which they should be used. The gppropriate value of t;_5 pf can be
obtained from Appendix Table A.1. Note that for two-sided intervals, thet-value usedis t1_5 /2 pf rather
than t1_5 pf. This reflects a willingness to take the risk of making a Type 1 error for values a both
extremes of the distribution instead of just one (using equation 5.17, one cannot make a Type | error at

the lower extreme because one’ sdecision about the Status quo never changesfor extremelow vaues). The
range of values |y_a/2 to Hua/2 determines 100(1-a) percent lower and upper confidence limits for

the true (short-term) average concentration levels during the sampling period.

Formula Df When formula should be
used
1. o= —— N-1 Data exhibit no seasonal
- S VN patterns and no serial

correlation (Section 5.2.1)

2N Data exhibit no seasonal

N ~ :
e V2 3 patterns, but may be serially
Ez (xi - xi-1) correlated (Section 5.2.2)
2. % = IN(N-1)
’ N-n Data exhibit a seasonal
s: pattern, but no serial
3. 3 = N correlation (Section 5.2.3)
_2(N-n)  Seasonally-adjusted
3 (ei - ei1)2 T3 residuals exhibit serial
& (€1 - Ci-1 correlation (Section 5.2.4)
4. 5g = 2NN-D)

The upper one-sded confidence limit py,, defined in equation (5.17) can be
used to tet whether the average contaminant levels for ground-water samples collected
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over aecified period of timeis less than the cleanup standard, Cs (see Box 5.12). Although the rules
indicated below can be used to monitor cleanup progress, they should not be used to assess attainment of
the cleanup standard. Procedures for assessing attainment. are given in Chapters 8 and 9.

Box 5.12
Comparing the Short Term Mean to the Cleanup Standard Using
Confidence Intervas

For short-term means, the decision rule to be used to decide whether or not the ground
water isless than the cleanup standard is the following:

If s < Cs, conclude that the short-term mean ground-water contaminant concentration
is less than the cleanup standard (i.e., 1 < Cs).

If wa $Cs, conclude that the short-term mean ground-water contaminant concentration
exceeds the cleanup standard (i.e., 1 > Cs)

5.6 Proceduresfor Testing for Significant Serial Correlation

Different gatistica methods may be required if the data have Sgnificant serid corrdations.
The serid correlation can be estimated using the procedures in Box 5.7. The Durbin-Watson test and the
gpproximate large sample test in sections 5.6.1 and 5.6.2 can be used to test if the observed seridl
corrdlation, f' ..., is significantly different from zero.

5.6.1 Durbin-Watson Test

The discussion here on determining the existence of serid corrdation in the data assumes
the knowledge of confidence intervals and hypothesistesting. Sections 5.4 and 2.3.4 provide adiscussion
of these concepts, if the reader would like to review them.

If there is no seria correlation between observations, the expected value of f . will be
closeto zero. However, the calculated value of f* . isunlikely to be zero even if the actua serid correlation
is zero. The Durbin-Watson statistic can be used to test whether the observed value of f' . issignificantly
different from zero. To perform the test
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(e.0., see Neter, Wasserman, and Kutner, 1985, page 450), compute the statistic D shown in Box 5.14.

Box 5.13
Example: Calculation of Confidence Intervals

Suppose that 47 monthly ground-water samples were collected over a
period of slightly less than 4 years. The measurements for three of the
samples were below the detection limit and were replaced in the analysis by
the detection limit. Based on these data, the overall mean is .33. Since the
data did not exhibit any seasonal patterns but was thought to be serially
correlated, equation (5.6) was used to compute the standard error of the
mean; i.e., sy =.1025. The degrees of fl:'eedom associated with the
standard error is 2N/3 = 2(47)/3 = 31. Hence, for a two-sided 99 percent
confidence interval, o = 0.01 and t g5 3; = 2.75 from Appendix Table A.1.

The required confidence interval for the mean goes from X - t}_o /2 pf Sx tO
X + t].qp.Df S¢ i.¢., from [.33-2.75(.1025)] to [.33 + 275( 1025)] or
(% to .612 ppm.

For a one-sided 99 percent confidence interval, a = 0.01 and t, 3; = 2.457
from Appendix Table A.1. The corresponding one-sided confidence
interval goes from zero to

Hye = K+ ‘m.Df;,E—; = .33 + 2.457(.1025) = .58 ppm.

Since the cleanup standard is Cs = 0.5 ppm, it is concluded that for the
period of observation, there is insufficient evidence to conclude with
confidence that the true mean ground-water concentration is less than the
cleanup standard. This is the case even though the sample mean happens to
be less than the ‘cleanup standard. There is enough variability in the data
that a true mean greater than 0.5 ppm cannot be ruled out.

Box 5.14
Calculation of the Durbin-Watson Statistic

N
,E (e;-¢;.1)?
D ='————-—-—. (5.20)

}:ez

i=1
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If D <dy, where d, isthe upper “criticd” vaue for the test given in Appendix Table A-6
of the book by Neter, Wasserman, and Kutner, 1985 (pages 1086-1087), conclude that there is a
dgnificant serid corrdation. If D $ dy ,conclude that there is no serid correlation:. The Durbin-Watson
datistic D is standard output in many regression packages.

5.6.2 An Approximate L arge-Sample Test

If N > 50, the following approximate test can be used in place of the Durbin-Watson test
(e.9., see Abraham and Ledolter, 1983, page 63).

Box 5.15 _
Large Sample Confidence Interval for the Serial Correlation

Compute the lower and upper limits, ¢; and ¢y, defined by

oL = Bobs - 2‘\/ L (5.21)

0 = Bobs + 2\ / : (5.22)

and

If theintervd from f | to f |, does not contain the value 0, concludethat the serid corrdaionisggnificant.
Otherwise, conclude thet the seria corrdation is not sgnificant.

5.7 Proceduresfor Testing the Assumption of Normality
Many of the procedures discussed in this manual assume that the sampling and

measurement error follow anorma distribution. In particular, the assumption of normdlity iscritica for the
method of tolerance intervals described later in Section 5.8.

! The decision rule used here is somewhat different from the usual Durbin-Watson test described in most text books.
Fortheapplicationsgiveninthismanual, therecommended decision ruleresultsin deciding that autocorrel ation exists
unlessthereis strong evidence to the contrary. Also, the particularvalueof d , to use dependson N and “ p-1”, where
p isthe number of parametersin the fitted model. See section 4.2.5 for an example
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Thus, it will be important to ascertain whether the assumption of normdity holds. Some methods for
checking the normdity assumption are discussed below.

57.1 Formal Testsfor Normality

The datistical tests used for evauating whether or not the data follow a specified
distributionare called “ goodness-of -fit tests.”? The computationa procedures necessary for performing the
goodness-of-fit tests that work best with the norma distribution are beyond the scope of this guidance
document. Insteed, the user of this document should use one of the datistical packages that implementsa
goodness-of-fit test. SAS (the Statistical Andysis System) isone such satistical package. A good reference
for these tests is the book on nonparametric statistics by Conover (1980), Chapter 6. There are many
different tests for evauating normdity (eg. D’ Agostino, 1970; Filliben, 1975; Mage, 1982; and Shapiro
and Wilk, 1985). If a choice is available, the Shapiro-Wilk or the Kolmogorov-Smimov test with the
Lillifors critical vauesis recommended.

5.7.2 Normal Probability Plots

A relatively smple way of checking the normality of the data or residuas (such as those
obtained from Box 5.4) isto plot the data or resdualsordered by Sze againgt their expected val ues under
normdlity. Their i™ expected value will be cdled EV,. Such aplot is referred to as a “norma probability
plot.”

If there are no seasonal effects, the residual g, is Smply defined to be the difference
between the observed va ue and the sample mean, i.e,

e=x-& (5.23)
If seasond variahility is present, the resduas should be caculated from formula (5.8). In ether case, the

ith ordered residud, &), for i =1, 2, ..., N, is defined to be the ith smallest value of the e’s (that is,
e(D#e(L)#. .. #e() . . . #6e(\)) , and its expected vaue is given approximately by (SAS 1985).

Theseshould not be confused with testsfor assessing thefit of aregression model which arediscussed | ater in Chapter
5.
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i-.37
EV; =5, 2(-11:15'355-), (5.24)

wheres, isthestandard deviation of theresiduals and z(.) isgiven by formula (5.25) below. If formula
(5.23) applies --i.e., no seasond effects are in evidence-- and is used to compute the resdualss, then s
= s, where sis given by formula (5.3). If formula (5.8) applies-requiring an adjustment for seasona

effects-and is used to compute the residuds, then s = s, where, sg is given by formula (5.12). The

function z(a) is defined to be the upper 100a percentage point of the standard norma distribution and is
gpproximated by (Joiner and Rosenblatt 1975):

2(a) = 4.91[ - (1-3)°Y] (5.25)

Under normdity, the plot of the ordered resduds, ), agang EV; should fall
goproximately adong adraight line. An example of the use of norma probability plots is given in Section
6.X. For more rigorous satistical procedures for testing normality, use the “goodness-of-fit” tests
mentioned in Figure 6.17.

5.8 Proceduresfor Testing PercentilesUsing ToleranceIntervals

This section describes a gatigticd technique for estimating and evauating percentiles of a
concentration distribution. The technique is based on tolerance intervals and is not recommended if there
are seasond or other systematic patternsin the data. Moreover, thisprocedureisrelaively senstiveto the
assumption that the data (or transformed data) follow anormal distribution. If it is suspected that anormal
digribution does not adequately agpproximate the didtribution of the data (even after transformation),
tolerance intervals should not be used. Instead, the procedure described later in Section 5.9 should be
used.

5.8.1 Calculating a Tolerance Interval

The Qth percentile of a didribution of concentration measurements is that
concentration value, sy Xo, for which Q percent of the concentration measurements are less
than X, and (100-Q) percent of the measurements are greater than X, For example,
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if the value 3.2 represents the 25th percentile for agive population of data, 25% of the datafal below the
value 3.2 and 75% are above it. Since the data represent a sample (rather than the population) of
concentration values, it is not possibleto determinethe exact value of X, from the sample data. However,
with normally distributed data, a 100(1-a) percent confidence interva around the desired percentile can
be easily computed.

Let X, Xs, ..., Xy denote N concentration measurements collected during aspecified period
of time. As explained in Section 2.3.7, vaues tha are recorded as below the detection limit should be
assgned the minimum detectable value (DL). The sample mean,&, and the sample standard deviation, s,
should initidly be computed using the basic formulas given in Section 5. 1.

Given Q and a, the upper 100(1-a)) one-sided confidence limit for the true percentile, Xo,
isgiven by:
XKo=& +ks (5.26)

where k is a constant that depends on n, a, and P, = (100-Q)/100. The appropriate values of k can be
obtained from Appendix Table A.3. For vaues not shown in the table, see Guttman (1970).

5.8.2 Inference: Deciding if the True Percentile is Less than the Cleanup
Standard

The upper confidence interval as computed from equation (5.26) can be used to test
whether thetrue (unknown) Q™ percentile, X, for aspecified sampling periodislessthan avaue, Cs. The
decision rule to be used to test whether the true percentileisbelow Csis:

If %, < Cs, conclude that the Q™ percentile of ground-water contaminant concentrations
islessthanthe Cs (i.e, Xq < Cs).

If %, $ Cs, conclude that the Q™ percentile of ground water contaminant concentrations
is not less than Cs and may be much greater than Cs.
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Box 5.16
Tolerance Intervals: Testing for the 95th Percentile with Lognormal Data

Data for 20 ground-water samples were obtained to determine if the 95th
percentile of the contaminant concentrations observed for a two-year period
was below the cleanup standard of 100 ppm. A false positive rate of one
percent (o = 0.01) was specified for the test. The data appeared to follow a
lognormal distribution. Therefore, the logarithms of the data (the
transformed data) were assumed to have a normal distribution and were
analyzed. In the following discussion, x refers to the original data and y
refers to the transformed data. Because the log of the data was used, the
upper confidence interval on the 95th percentile of the data was compared to
the log of the cleanup standard [In(100)=4.605].

For the transformed data, the sample mean (the average of the logarithms)

is:
y =232 _ 3619

The standard deviation of the transformed observations, s, as calculated
from equation (5.3) is 0.715.

For N =20, a = .01 and Py = 5%, k = 2.808 (from Appendix Table A.3).
Finally, Ry can be calculated using equation (5.26):

$95 = 3.619 + 2.808(.715) = 5.627

Since 5.627 is greater than 4.605 (the cleanup standard in log units), it is
concluded that the 951 true percentile may be greater than Cs.

5.9 Proceduresfor Testing Proportions

An dternative statistical procedure for testing percentiles is based on the proportion of
water samples that have contaminant levels exceeding a Specified value. As was the case for the method

of Section 5.8, this method is not recommended if there are seasond patterns in the data. If seasond

variability is present, consult a satistician. The equations presented in this section apply if the acceptable
proportion of contaminated samplesislessthan 0.5 and large sample sizes are used.

To apply thistest, each sample ground-water measurement should be coded as either equa
to or above the cleanup standard, Cs, (coded as“1”) or below Cs(coded as“0"). The statistical analysis
is based on the resulting coded data set of O'sand 1's. This
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test can be gpplied to any concentration distribution (unlike the method of tolerance intervalswhich applies
only to normaly distributed data) and requires only that the cleanup standard be greater than the detection

limit.

Let Xy, Xy, ..., Xy denote N concentration measurements collected during aspecified period
of time. Corresponding to each measurement x;, defineacoded vauey, = 1 if x; isgrester than the cleanup
standard and y = O, otherwise. The proportion of samples, p, above the cleanup standard can be
caculaed usng the following equations:

N
r ='):1 Yi (5.27)
1=
N
_ Vi T (5.29)
P="N"°N

Assuming that the observations am independent, the standard error of the proportion, s,
isgiven by:

p(l-p) (5.29)

Formula (5.29) will tend to over etimate the variance if the data have asignificant serid corrdation. If the
data have significant serid correlations, we can use formula (5.6) with the x’s replaced by the y’s. Note
that formulas (5.29) and (5.6) should only be used if N islarge; i.e., if N $ 10/p and N$ 10/(1-p).

59.1 Calculating Confidence Intervalsfor Proportions

For sufficiently large samplesizes(i.e, N$ 10/pand N$ 10/(1-p), i.e. at least 10 samples
with measurements above the cleanup standard and 10 with measurements below the cleanup standard),
an gpproximate confidenceinterva may be constructed using the norma gpproximation. If thereisconcern
about the sample size N being too small relative to p, a statistician should be consulted.
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For large sample sizes, the one-sided 100(1-a ) percent upper confidencelimit isgiven by:

PUO( = p + Z4 Sp (530)

where p is the proportion of ground-water samplesthat have concentrationsexceeding Cs, and z ., isthe
gppropriate critical value obtained from the normd distribution (see Appendix Table A.2).

The corresponding two-sided 100(1-a) percent confidence limits are given by:

Puaz =P+ Z1.025 (5.31)

Plaz =P - ZianS (5.32

where z,_,,, is the appropriate critical value obtained from the norma distribution (see Table A.2). The
range of vauesfrom P, to P, represents a 100(1-a) percent confidence interva for the corresponding
population proportion.

5.9.2 Inference: Deciding Whether the Observed Proportion Meetsthe
Cleanup Standard

The upper confidence limit as computed from equation (5.30) can be used to test whether
the true (unknown) proportion, P, isless than a specified standard, P,. Thedecisonruleto beused to test
whether the true proportionisbelow P, is

If R,, < P, conclude that the proportion of ground-water samples with contaminant
concentrations exceeding Csislessthan P,.

If Pua $ Py, conclude that the proportion of ground-water samples with contaminant
concentrations exceeding Cs may be greater than or equad to P,.
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Box 5.17
Calculation of Confidence Intervals

For 184 ground-water samples collected during an 8-year period, 11
samples had concentrations greater than or equal to the cleanup standard.

The proportion of contaminated samples is (equation 5.27):
p= K= gq=.0598
A one-sided confidence interval has an upper limit of (from equations 5.30):

P+ Z1q3p

Assuming o = 0.05 (i.c., 95 percent confidence), z;.o = 1.645. The
standard error of p determined from formula (5.29) is s, = 0.0175.

The confidence interval is thus .0000 to .0598 + .0288 or .0000 to .0886.

5.9.3 Nonparametric Confidence Intervals Around a Median

An dternate approach to testing proportions is to test percentiles. For example, the
folowing two approaches are equivdent: (a) testing to see if less than 50% of the samples have
contamination greeter than the cleanup standard and (b) testing to see if the median concentration is less
than the cleanup standard. The method presented in this sectionfor testing the median can be extended to
tegting other percentiles, however, the calculations can be cumbersome. If you wish to test percentiles
rather than proportions, or to test the median using other confidence intervas than are presented here,

conaultation with a gatistician is recommended.

If the data do not adequately follow the norma didtribution even after transformation, a
nonparametric confidenceinterva around the median can be constructed. The median concentration equals
the mean if the digtribution is symmetric (see Section 2.5). The nonparametric confidence intervd for the
medianis generaly wider and requires more data than the corresponding confidence interva for the mean
based on the normd digtribution. Therefore, the normal or log-norma digtribution interva should be used

whenever it is appropriate.
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The nonparametric confidence interva for the median requires a minimum of seven (7)
observationsin order to construct a 98 percent two-sided confidence interval, or a99 percent one-sided
confidence interval. Consequently, it is gpplicable only for the pooled concentration of compliance wells
at agngle point intime or for sampling to produce aminimum of seven observaionsa asnglewel during
the sampling period.

The procedures below for construction of a nonparametric confidence interval for the
median concentration follow (U.S. EPA, 1989b). An example is presented in Box 5.19.

(1)  Within each well or group of wells, order the N data from least to grestest,
denoting the ordered data by x;, X; .... Xy, Where X istheith vauein the ordered
data. Tiesdo not affect the procedure. If there areties, order the observations as
before, including dl of thetied va ues as separate observations. That is, each of the
observations with a common vaueisincluded in the ordered list (e.g., 1, 2, 2, 2,
3, 4, etc.). For ties, use the average of the tied ranks.

2 Determine the criticd vaues of the order datisticsasfollows. If the minimum seven
observations is used, the critical values are 1 and 7. Otherwise, find the smallest
integer, M, such that the cumulative binomid, digributionwith parametersN (the
sample size) and p = 0.5 is at least 0.99. Table 5.3 gives the vaues of M and
N+1-M together with the exact confidence coefficient for sample Szesfrom 4 to
11. For larger samples, use the equation in Box 5.18.

3 Once M has been determined, find N+1-M and take as the confidence limits the
order statistics X and Xy.1-m- (With the minimum seven observations, use x; and
X7.)

4 Inference: Deciding whether the Site meets the cleanup standards.

After caculating the upper one-sded nonparametric confidence limit x,, from (3),
use the following rule to decide whether the ground water attains the cleanup
standard:

If X, < Cs, conclude the median ground water concentration in thewellsduring the
sampling period is less than the cleanup standard.

If xy $ Cs, conclude the median ground water concentration in the wells during
the sampling period is not less than the cleanup standard.
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Table5.3 Vaues of M and N+1-M and confidence coefficients for small samples

Two-sided

N M N+1-M confidence
4 4 1 87.5%
5 5 1 93.8%
6 6 1 96.9%
7 7 1 98.4%
8 8 1 99.2%
9 9 1 99.6%
10 9 2 97.9%
11 10 2 98.8%

Box 5.18
Calculation of M
M=5+1+205\ 3 (5.33)

where 2z 99 is the 99th percentile from the normal distribution and equals
2.33. (From Table A.2 in Appendix A)
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Table5.4 Example contamination data used in Box 5.19 to generate nonparametric confidence

interva
Wl 1 Wl 2

Sampling Concentration Concentration
Date (ppm) Rank (ppm) Rank
Jan. 1 3.17 ) 3.52 (6)
2.32 (@) 12.32 (15)
7.37 (11) 2.28 4
4.44 (6) 5.30 (7
April 1 9.50 (13) 8.12 (12)
21.36 (16) 3.36 (5
5.15 (7 11.02 (14
15.70 (15) 35.05 (16)
July 1 5.58 (8) 2.20 (3)
3.39 (3) 0.00 (1.5
8.44 (12) 9.30 (12
10.25 (14) 10.30 (13)
Oct. 1 3.65 4 5.93 (8)
6.15 9) 6.39 9
6.94 (10) 0.00 (1.5
3.74 (5) 6.53 (20)

5.10 Determining Sample Size for Short-Term Analysis and Other Data

Collection I ssues

The discussion in Chapter 4 assumes that the number of ground-water samples to be
andyzed has been previoudy specified. In generd, determination of the number of samplesto be collected
for anaysis must be done before collection of the samples. The gppropriate sample size for a particular
gpplicationwill depend upon the desired leve of precison, aswell as on assumptions about the underlying
digtribution of the measurements. Given below are some guiddines for determining sample size for
edtimating means, percentilesand proportionsfor short term anayses. When ng whether remediation
has indeed been successful, use the procedures discussed in chapters 8 and 9 to determine the required
sample size. Some discussion of various data collection issuesis o offered here.
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Box 5.19
Example of Constructing Nonparametric Confidence Intervals

Table 5.4 contains concentrations of a contaminant in parts per million from
two hypothetical wells. The data are assumed to consist of 4 sa%s taken
cach quarter for a year, so that 16 observations are available from each
well. The data are not normally distributed, neither as raw data nor when
log-transformed. Thus, the nonparametric confidence interval is used. The
Cs is 25 ppm.

(1) The 16 measurements are ordered from the least to greatest within
each well separately. The numbers in parentheses beside each
concentration in Table 5.4 are the ranks or order of the observation.
For example, in Well 1, the smallest observation is 2.32, which has
rank 1. The second smallest is 3.17, which has rank 2, and so
forth, with the largest observation of 21.36 having rank 16.

(2)  The sample size is large enough so that the approximation (equation
5.33) is used to find M:

16 "16 ~
M==-2—+1+2.33 3 =137=14

(3) The agproximatc 95 percent confidence limits are given by the N + 1
- M observation (16 + 1 - 14 = 3rd) and the Mth largest observation
(14th). For Well 1, the 3rd observation is 3.39 and the 14th
observation is 10.25. Thus the confidence limits for Well 1 are
(3.99, 10.25). Similarly for Well 2, the 3rd observation and the
14th observation are found to give the confidence interval (2.20,
11.02). Note that for Well 2 there were two values below the
detection. These were assigned a value equal to the detection limit
and received the two smallest ranks. Had there been three or more
values below the detection, the lower limit of the confidence interval
would have been the limit of detection because these values would
have been the smallest values and so would have included the third
order statistic.

4) Neither of the two confidence intervals' upper limit exceeds the
cleanup standard of 25 ppm. Therefore, the short-term median
ground water concentrations are less than the cleanup standard.

5.10.1 Sample Sizesfor Estimatinga Mean

In order to determine the sample size for estimating a mean, some information about the

standard deviation, s, (or equivaently, the variance 02) of the
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mesasurements of each contaminant is required. This parameter represents the underlying variahility of the
conceptud population of contaminant measurements. The symbol “/” isused to denotethat 6 isan edimate
of 0. Inpractice, 6 iseither obtained from prior data or by conducting asmall preliminary investigation.
Cochran (1977), pages 78-81, discusses various approaches to determining a preliminary value for 6.
Some procedures that are useful in ground-water studies are outlined below.

Use of Data from a Compar able Period

Thevaues may be cdculated from exigting datawhich is comparable to the data expected
fromthe sampling effort. Comparable datawill haveasmilar level of contamination and be collected under
samilar conditions. For calculaing the sample size required for ng attainment, one may be ableto use
data on contamination levels for the wells under investigation from ground-water samples collected during
the period in which steady state is being established. Using the comparable data, the value 6 may be
cdculated usng formula (5.3).

Use of Data Collected Prior to Remedial Action

If data from samples collected prior to remediation are available, the variability of these
sample measurements can be used to obtain arough estimate of s using the coefficient of variation. The
coefficient of variaion isdefined to bethe andard deviation divided by the mean. Remediation will usualy
result inalowering of both the mean and the Sandard deviation of contamination levels. Inthiscase, it might
be reasonable to expect the coefficient of variation to remain approximately congant. In this case, eimates
of the coefficient of variation from the available data can be used to obtain & as follows.

Using this data, let (&) and srepresent the sample mean and sample standard deviation for

data collected prior to remedia action, perhaps from a previous study. Calculate (&) and (S) using the
equationsin Section 5.1. An estimate & of the standard deviation when clean up standards are attained can
be computed using the cleanup standard, Cs, where
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’ (5.35)

Conducting a Preliminary Study After Remedial Action

The following approach can be used if there are no exigting data on contamingtion levels
from which to estimate o and if there istime to collect preliminary data before sampling begins.

@ After achieving steady state conditions (see Chapter 7), collect a preiminary
sample of at least n, = 8 ground-water samplesover aminimum period of 2 years.
Determine the contamination levels for these samples. The larger the sample Sze
and the longer the period of time over which the samples are collected, the more
relidble the estimate of . A minimum of four samples per year isrecommended so
that seasond variation will be reflected in the estimate.

2 Fromthis prdiminary sample, compute the estimated standard deviation, s, of the
contaminant levels. Use this standard deviation as an estimate of o.

Box 5.20
Estimating 6 from Data Collected Prior to Remedial Action

Suppose that the number of ground-water samples to be taken from a
monitoring well prior to remedial action was limited to 10. The
concentrations of total PAH's from the samples are:

0.24, 2.93, 3.09, 0.14, 0.60, 4.20, 3.81, 2.31, 1.11, and 0.07

Using equations (5.1) and (5.3), the mean concentration is X = 1.85 ppm
and the standard deviation of the measurements is s = 1.60 ppm.

With a cleanup standard of .5 ppm, the value of & to use for determining
sample size can be obtained from:

Cses .5+1.60
6= ; = ;.85 = .43 ppm
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A Rough Approximation of the Standard Deviation

If there are no existing datato estimate a and a preliminary study is not feasible, avery
rough approximation for & can still be obtained. The approximation is rough because it is based on
speculation and judgments concerning the range within which the ground-water measurements are likely
to fal. Because the gpproximation is based on very little data, it is possible that the sample sizes computed
from these gpproximations will be too smdl to achieve the specified leve of precison. Consequently, this
method should only be used if no other dterndive isavailable.

The gpproximation is based on the fact that the range of possible groundwater
measurements (i.e., the largest such vaue minus the smallest such value) provides a measure of the
underlying variahility of the deta. Moreover, if the frequency distribution of the ground-water measurements
of interest is gpproximately bell-shaped, then virtudly al of the measurements can be expected to liewithin
three standard deviations of the mean. In this case, if R represents the expected range of the data, an
edimate of o isgiven by

o>
"

o

(5.36)
If the data are not bell-shaped, the dternative (conservative) estimate & = R/5 should be used.
Formulafor Deter mining Sample Size for Estimating a M ean

The equations for determining sample Sze require the specification of the following

quantities: Cs, |4, a, b, s. Given these quantities, the required sample size can be computed from the
following formula (e.g., see Neter, Wasserman, and Whitmore, 1982, page 264 and Appendix F):

2
n= 42 {ZI-Q + zl-a} +2 (5.37)
Cs-my

wherez, , and z,., arethe critica vauesfor the normd digtribution with probabilities of 1-a and 1-b (Table
A.2) and the factor of 2 isempiricaly derived in Appendix F.
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Strictly speaking, formula(5.37) gppliesto smplerandom sampling. However, thestandard
error of amean based on a systematic sample will usualy be lessthan or equa to the standard error of a
mean based on a smple random sample of the same sze. Therefore, usng the sample size formula given
above may provide greater precision than is required.

Box 5.21
Example of Sample Size Calculations

Following the example in Box 5.20, suppose that it is desired to be
able to detect a difference of .2 ppm from the cleanup standard of .5 ppm

(Cs = .5, uj = .3) with a power of .80 (i.c., p = .20). Also suppose that &
= .43 and o = .01.

From tables of the cumulative normal distribution (Appendix Table
A.2), we find that z,_o = 2.326 and z;_g = 0.842. Then using
formula (5.37)

_(43)2 (2236 + .842)2 , _
n (5o +2=458

Rounding up, the sample size is 46.

5.10.2 Sample Sizesfor Estimating a Per centile Using Tolerance I ntervals

To determine the required sample size for tests based on the procedure described in
Section 5.8, the following terms need to be defined: P,, P;, a, b (eg., see Volume 1, Section 7.6). Once
these terms have been established, the following quantities should be obtained from Appendix Table A.2:

Z.,,  theupper P-percentage point of anorma distribution;
Z.4, theupper apercentage point of anorma distribution;
Z) gy the upper P,-percentage point of anormal distribution; and

Z, b the upper P,-percentage point of anorma distribution.
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The sample Sze necessary to meet the stated objectives is then (see Guttman, 1970):

+
n -...—.{zli ®1a }2 (5.39)
Zipy~ Z1-py

Box 5.22
Calculating Sample Size for Tolerance Intervals

PCB's have contaminated the ground water near a former industrial
site. The site managers have decided to use the procedures of Section 5.8 to
help decide if the treatment can be terminated. Specifically, after discussion
with ground-water experts, they decide to conciude that the reatment can be
terminated if the 99th percentile of the PCB concentrations is less than Cs.
That is, in the notation of Section 5.8, Pg= 1-.99 = .01. They have also
decided to set the false positive rate of the test to a = .05. Moreover, they
have required the faise negative rate to be no more than 20 percent (B =
0.20) \ghen the actual proportion of contaminated samples is 0.5 percent
(P;= .005).

From Appendix Table A.2, zl_p0=z.99=2.326; zl_P1=z.995=2.576;

zZ, FZ45=1.645; and zl_B=z.80=O.842. Using formula (5.38), the required
sample size for each well is:

{.842 + 1.645 }2 {2,437
n= =

2.326 - 2.576

2
356} = 98.96 = 99

where z, g and z, 4 are critical values from the normal distribution
associated with probabilities of 1-a and 1-8 (Appendix Table A.2).

5.10.3 Sample Sizesfor Estimating Proportions

The sample size required for estimating a proportion using the procedures of Section 5.9
depend on the following quantities R, P1, a, and b. Given these quantities, the sample size can be
computed from the following formula (e.g., see Neter, Wasserman, and Whitmore, 1982, page 304):
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aef z, WPTPD + 2, NP (TPy) )2

P-P

(5.39)

Box 5.23
Sample Size Determination for Estimating Proportions

At a site with corrosive residues in the top soil, much of the contaminated
top soil has been removed. However, it is known that the contaminants
have leached into the ground water. Wanting to minimize the possibility of
future health effects, the site manager would like to know if, in the short
term, she can be 95 percent confident (o = .05) that less than 10 percent (P,
=,10) of the ground-water samples have concentrations exceeding the
cleanup standard. The expected proportion of contaminated ground-water
samples is very low, less than § percent. The manager wants to be 80
percent confident (B = 1-.80 = .20) that the ground water will be declared
clean if the proportion of contaminated ground water samples is less than 5
percent (P, =.05).

Using formula (5.39),

{zl-BVI ,(I-P)) +z, [P (T-Py) }2
n= PP,

_ {.842~J" 05(.95) + 1.645Y-10(.90) ) )2
.10-.05

= 183.3

Rounding up gives a final sample size of 184.

5.10.4 Collecting the Data

After the sample sze and sampling frequency have been specified, collection of the
ground-water samples can begin. In collecting the samples, it isimportant to maintain drict qudity control
gtandards and to fully document the sampling procedures. Occasiondly, a sample will be log in the fidd
or the lab. If this happens, it is best to try to collect another sample to replace the missng observation
before reaching the next sampling period. Any changes in the sampling protocol should be fully

documented.
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Data resulting from a sampling program can only be evaluated and interpreted with
confidence when adequate quality assurance methods and procedures have been incorporated into the
program design. An adequate quality assurance program requires awareness of the sources of error or
variation associated with each step of the sampling effort.

If atimely and representative sample of proper Sze and content is not ddlivered to the
andyticd lab, the andysis cannot be expected to give meaningful results. Failing to build in a quaity
assurance program often results in considerable money spent on sampling and andysisonly to find that the
samples were not collected in a manner that dlows vaid conclusions to be drawn from the resulting data.
Seen inits broadest sense, the QA program should address the sample design selected, the qudlity of the
ground-water samples, and the care and skill spent on the preparation and testing of the samples.

The samples should reflect what is actually present in the ground water. Improper or
careless callection of the samples can likely influence the magnitude of the sample collection error. Sample
preparation aso introduces qudity control issues.

While a full discussion of these topics is beyond the scope of this document, the
implementation of an adequate QA program is important.

5.10.5 Making Adjustmentsfor Values Below the Detection Limit

Sometimes the reported concentration for a ground-water sample will be below the
detection limit (DL) for the sampling and analytical procedure used. The rules outlined in Section 2.3.7
should be used to handle such measurements in the satistical andyss.

511 Summary

This chapter introduces the reader to some basic statistical procedures that can be used
to both describe (or characterize) aset of data, and to test hypotheses and make inferences from the data.
The chapter discusses the calculation of meansand proportions. Hypothes stests and confidenceintervas
are discussed for making inferences from the data. The Statistics and inferentia procedures presented in
this chapter are appropriate only
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for estimating short-term characterigtics of contaminant levels. By “ short-term characteristics’ we mean
characteristics such asthemean or percentile of contaminant concentrations during thefixed period of time
during which sampling occurs. Procedures for estimating the long-term mean and for assessing attainment
are discussed in Chapters 8 and 9. The procedures discussed in this chapter can be used in any phase of
the remedid effort; however, they will be most useful during treatment.

This chapter provided proceduresfor estimating the sample Szesrequired for ngthe
datus of the clean up effort prior to afina assessment of whether the remediation effort has been successful.
It lso discussed briefly issues involved in data collection.
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6. DECIDING TO TERMINATE TREATMENT USING
REGRESSION ANALYSIS

The decison to stop treetment isbased on many sourcesof information including (1) expert
knowledge of the ground water system at the Site; (2) mathematica modeling of how trestment affects
ground water flowsand contamination levels, and (3) Satistica resultsfrom the monitoring wellsfromwhich
leves of contamination can be modeled and extrapolated. This chapter is concerned with the third source
of information. In particular, it describes how one gatistica technique, known asr egression analysis can
be used in conjunction with other sources of information to decide when to terminate treatment. The
methods given here are applicable to andyzing data from the treatment period indicated by the unshaded
portion of Figure 6.1. Methods other than regression analys's, such as time series anadys's (Box and
Jenkins, 1970) can aso be used. However, these methods are usualy computer intengve and requirethe
assigtance of a gatigtician familiar with these methods.

Figure 6.1 Example Scenario for Contaminant Measurements During Successful Remedid Action

Start
Treatment

Measured
Ground
Water

Concentration

Section 6.1 provides abrief overview of regresson andyssand servesasareview of the
basic concepts for those readers who have had some previous exposure to the subject. Section 6.2, the
magjor focus of the chapter, provides a discusson of the steps required to implement aregresson andys's
of ground water remediation data. Section 6.3
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CHAPTER 6: DECIDING TO TERMINATE TREATMENT USING REGRESS ON
ANALYSS

briefly outlines important consderations in combining Satistica and nondatistical informeation.

6.1 Introduction to Regression Analysis

Regressionandysisisadatistica techniquefor fitting atheoretica curveto aset of sample
data. For example, asaresult of Ste clean-up, it is expected that contamination levels will decrease over
time. Regresson andysis provides a method for modeling (i.e., describing) the rate of this decrease. In
ground-water monitoring studies, regression techniques can be used to (1) detect trends in contaminant
concentretion levels over time, (2) determine variables that influence concentration levels, and (3) predict
chemica concentrations at future pointsin time. An example of astuation wherearegression anayssmight
beuseful isgivenin Fgure 6.2 which showsaplot of chemica concentrationsfor 15 monthly samplestaken
from a hypothetical monitoring well during the period of trestment. As seen from the plot, themisadistinct
downward trend in the observed chemica concentrationsas afunction of time. Moreover, asdefrom some
“random” fluctuation, it appears that the functiond relationship between contaminant levels and time can
be reasonably approximated by a draight line for the time interva shown. This mathematica relaionship
isreferred to asthe regression* curve’ or regresson mode. Thegod of aregresson andysisisto estimate
the underlying functiona relationship (i.e., the modd), assess thefit of the model, and, if appropriate, use
the model to make predictions about future observations.

Ingenerd, the underlying regresson model need not be linear. However, to fix idess, it is
useful to introduce regression methodsin the context of the smplelinear regresson modd of which the
linear relationship in Figure 6.2 is an example. Underlying assumptions, required notation, and the basic
framework for smple linear regresson analysis are provided in Section 6.1.1. Section 6.1.2 gives the
formulas required to fit the regresson modd. Section 6.1.3 discusses how to evauate the fit of the
regressonmodel using theresduas. Section 6.1.4 discusses how someimportant regression statistics can
be used for inferentia purposes (i.e., forming Satigticaly defensible conclusions form the data).
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Figure 6.2 Example of a Linear Relationship Between Chemical Concentration Measurements and
Time
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o
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6.1.1 Definitions, Notation, and Assumptions

Assumethat atotd of N ground water samples have been taken from a monitoring well
over aperiod of timefor chemical measurement. Denote the sample collection time for i sample ast; and
the chemica concentration measurement inthe i ™" sample asc;, wherei = 1, 2, ..., N. Let y; denote some

function of the " observed concentration, for example, the identity function, y = ¢, the square root,
Y= \/CT , or thelog transformation, y; = In(G). Let x; denote time or afunction of thetime, for example,

if the “timeg’ varigble is the origind callection time, x = t;, if the time variable is the reciprocal of the
collection timethen x = 1/t;, etc. If the samples are collected at regular timeintervas, then thetimeindex,
i, can be used to measure time in place of the actud collectiontime, i.e, =i or X =1/i intheexamples
above. Note that the notation used in this section is different from that introduced in Chapter 5.

The simplelinear regression mode relating the concentration measurementsto time is
defined by equation (6. 1) in Box 6. 1.
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Box 6.1
Simple Linear Regresson Modd

yi:BO+lei+8ili:1!21 ---1N (6.1)

In equation (6.1), 3, and [3; are constants referred to asthe r egr ession coefficients, or
dternatively asthe parameter s of the model, and ; isarandom error. Theterm*y;” isoftenreferred to
as the dependent, response, or outcome variable. In this document, the outcome variables of interest are
contaminationlevelsor related measures. Theterm “x;” isaso referred to as an independent or explanatory
variable. The independent varigble (for example the collection time) is generdly under the control of the
experimenter. Theterm N representsthe number of observations or measurements on which theregression
mode is based.

The regression coefficients are unknown but can be estimated from the observed data
under the assumption that the underlying model is correct. The non random part of the regresson modedl
is the formula for a Sraight line with y-intercept equa to 3, and dope equd to b,. In most regression
applications, primary interest centers on the slope parameter. For example, if x =i and the dopeis
negative, then the mode states that the chemical concentrations decrease linearly with time, and the value
of 13, givestherate at which the chemica concentrations decrease.

The random error, €, represents “random” fluctuations of the observed chemica
measurements around the hypothesized regressionline, y; = 3, + X;. It reflects the sources of varigbility not
accounted for by the model, e.g., sources of variability due to unassignable or unmeasurable causes.

Regresson andyss imposes the following assumptions on the errors:

() Theg;’ s are independent;
(i) Theg;’s have mean O for dl values of x;
@iy  Theg’shave constant variance, o 2, for dl vaues of % ; and

(iv)  Theg’saenormaly digtributed.
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These assumptions are criticd for the vdidity of the statisticd tests used in a regresson
andyss. If they do not hold, steps must be taken to accommodate any departures from the underlying
assumptions. Section 6.2.3 describes some smple graphical procedures which can be used to study the
aptness of the underlying assumptions and also indicates some corrective measures when the above
assumptions do not hold.

Interested readers should refer to Draper and Smith (1966) or Neter, Wasserman, and
Kutner (1985) for more details on the theoretical aspects of regression anayss.

6.1.2 Computational Formulasfor Simple Linear Regression

The computationd formulas for most of the important quantities needed in asmple linear
regresson analyss are summarized below. These formulas are given primarily for completeness, but have
been writtenin sufficient detail so that they can be used by personswishing to carry out asmpleregression
anaysis without the aid of a computer, spreadshest, or scientific calculator. Readers who do not need to
know the computationa detailsin aregression analyss should skip this section and go directly to Sections
6.1.3 and 6.1.4, where specific procedures for ng thefit of the mode and making inferences based
on regression modd are discussed.

Egtimates of the dope, 3, and intercept, [3,, of the regresson line are given by the values
b, and by inequations (6.2) and (6.3) in Box 6.2. Thedtatisticsb, and b, are referred to as least squares
estimates. If thefour criticad assumptionsgivenin Section 6.1.1 hold for the smplelinear regresson mode
inBox 6.1, b; and b, will be unbiased estimates of [3,, and intercept, [3,, and the precision of the estimates
can be determined.

The estimated regression line (or, more generdly, the fitted curve) under the model
is represented by equation (6.4) in Box 6.3.

Word-searchable version — Not a true copy 6-5



CHAPTER 6: DECIDING TO TERMINATE TREATMENT USING REGRESS ON

ANALYSS
Box 6.2
Calculating Least Square Estimates
N N
N .z xi'z yi N
i=]l is] —-— -
,lei)'i TN Elxi)’i - Nxy
bl = ! N N (6.2)
N (Zx)? 3 xi-Nm
2 jml i=]
N N
21 Yi izl i
b= -biy—=F-mX (6.3)
Box 6.3
Estimated Regression Line
9 = bo+byx; (6.4)

The cdculated valueof §; iscalled thepredicted value under the model corresponding to thevaueof the
independent variable, % . The difference between the predicted vaue, §;, and the observed value, ¥, is
cdled theresdud. The eguation for cdculating the resdudsis shown in Box 6.4. If themodd providesa
good prediction of the data, we would expect the predicted values, §;, to be close to the observed values,
y.. Thus, the sum of the squared differences (y, - §;)? provides ameasure of how well themodd fitsthe data
and isabasc quantity necessary for assessng the model.
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Box 6.4
Cdculation of Resduds

e=y -9 (6.9)

Formdly, we definethesum of squaresdueto error (SSE) and the corresponding mean
squareerror (M SE) by formulas (6.5) and (6.6), respectively, in Box 6.5.

Box 6.5
Sum of Squares Due to Error and the Mean Square Error
N
SSE = 21 (y; - 92 (6.6)
1=
SSE
MSE = N3 - 6.7)

Asseenintheformulasin Box 6.2, theanadyssof asmplelinear regression modd requires
the computation of certain sums and sums of cross products of the observed data vaues. Therefore, it is
convenient to define the five basic regresson quantitiesin Box 6.6.

The estimated model parameters and SSE can be computed from these terms using the

formulasin Box 6.7.
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Box 6.6

Five Basic Quantities for Use in Simple Linear Regression Analysis

N
Sx = z X; (6-8)
j=l
N
Sy = i):l Yi 6.9),
N 52
S, = yx.& 6.10
XX igl i N ( )
N s2
2
Syy = Zvi & (6.11)
N
Syx = igl)'ixi - N (6.12)
Box 6.7
Calculation of the Estimated Model Parameters and SSE
S
b, = -S—ﬂ (6.13)
XX
bo = %‘l - bl%L (6.14)
52
SSE = Sy, - g (6.15)

6-8
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Box 6.8
Example of Basic Calculations for Linear Regression

Table 6.1 gives hypothetical water contamination levels for each of 15
consecutive months. A plot of the data is shown in Figure 6.3. Using the
formulas in Box 6.5, the following quantities were calculated:

Sx =120 Sy = 137.4 Sxx = 280 Syy = 11.801
Syx = -51.05 y =9.16 X =8

'/{‘he estimated regression coeffici,e\nts are then calculated as:

by =-0.1823 bo = 10.62

Therefore the fitted model is

A A
9. = bo+by x; = 10.62 - .1832 x;
and, the corresponding mean square error is

MSE = SSE/(N - 2) = _2._41_93;5_‘ = .1918.

The straight line in Figure 6.4 is a plot of the fitted model.

Table6.1 Hypothetica Datafor the Regresson Examplein Figure 6.3

Time (Month) Contamination (PPM)
1 10.6
2 104
3 9.5
4 9.6
5 10.0
6 9.5
7 8.9
8 9.5
9 9.6

10 9.4

11 8.75

12 7.8

13 7.6

14 8.25

15 8.0
6-9
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Figure 6.3 Plot of datafor from Table 6.1
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Figure 6.4 Plot of data and predicted values for from Table 6.1
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6.1.3 Assessing the Fit of the M odel

Itisimportant to note that the computationa proceduresgivenin Section 6.1.2 can dways
be gpplied to aset of data, regardless of whether the assumed modd istrue. That is, it isdways possible
tofit aline (or curve) to a set of data. Whether the fitted mode provides an adequate description of the
observed pattern of datais a question that must be answered through examination of the “residuds.” lle
resduds arethe difference between the observed and predicted va uesfor the dependent variable (see Box
6.4). If the model does not provide an adequate description of the data, examination of the residuas can
provide clues on how to modify the mode!.

In aregression andyss, aresidual isthe difference between the observed concentration
measurement, y; and the corresponding fitted (predicted) vaue, §; (Box 6.3). Recall that §;, = by + b;x;,
where b, and b, are the least squares estimates given by equations (6.3) and (6.2), respectively.

Since the resduds, e, edimate the underlying error, e, the patterns exhibited by
the residuas should be congstent with the assumptions given in Section 6.1.1 if the fitted model is correct.
This means that the resduas should be randomly and gpproximately normaly distributed around zero,
independent, and have constant variance. Some graphical checks of these assumptionsareindicated below.
An example of an andlysis of resduasis presented in Box 6.17.

1. To check for modd fit, plot the resduas againg the time index or the time
variable, x; . The gppearance of cyclica or curvilinear patterns (see Figure 6.5,
plots b and ¢) indicate lack of fit or inadequacy of the modd (see Section 6.2.1
for adiscusson of corrective measures).

2. To check for congtancy of variance, examine the plot of the residuds againgt x
and the plot of the resduas againg the predicted vaue, ;. For both plots, the
resduas should be confined within a horizonta band such asillustrated in Figure
6.5a. If the variability in the residuds increases such as in Figure 6.5d, the
assumption of congtant variance is violated (see Section 6.2.4 for adiscussion of
corrective measures in the presence of nonconstant variances).
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Figure 6.5
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3. To check for normality of the resduas, plot the ordered resduds (from smdlest
to largest) againgt their expected va ues under normdity, EV; using the procedures
of Section 5.7.2. Note that in thiscase, theformulafor computing EV; is given by

equation (5.24) with s replaced by v M SE.

4. To test for independence of the error terms, compute the serid correation of the
resduals and perform the Durbin-Watson test (or the approximate large-sample
test) described in Section 5.6.

It may happen that one or more of the underlying assumptions for linear regresson is
violated. Corrective measures are discussed in Section 6.2. Figure 6.6 showsthe resduasfor theanadyss
discussed in Box 6.8. These resduals can be compared to the examplesin Figure 6.5.

Figure 6.6 Mot of resduals for from Table 6.1

Contamination (ppm)

-0.8

Month

6.1.4 Inferencesin Regression

As mentioned earlier, two important goals of a regresson anaysis on ground water
remediation arethe determination of sSgnificant trendsin the concentration measurements and the prediction
of future concentration levels. Assuming that the hypothesized modd is correct, the mean square error
(MSE) defined by equation (6.6) plays an

Word-searchable version — Not a true copy 6-13



CHAPTER 6: DECIDING TO TERMINATE TREATMENT USING REGRESSION
ANALYSS
important role in making inferences from regresson modes. The MSE is an estimate of that portion of the
variance of the concentration measurements that is not explained by the modd. It provides information
about the precision of the estimated regression coefficients and predicted vaues, aswell asthe overdl fit
of the modd.

6.1.4.1 Calculating the Coefficient of Deter mination

The coefficient of determination, denoted by R?, is adescriptive satistic that provides
amessure of the overdl fit of the modd and is defined in Box 6.9.

Box 6.9
Coefficient of Determination

R2=1- §s§§ (6.16)
b4

where SSE is given by equation (6.6) and Sy, is given by equation (6.11).

R? is aways a number between 0 and 1 and can be interpreted as the proportion of the
total varianceinthey;’ sthat is accounted for by theregresson modd. If R? is close to 1 then theregression
model providesamuch better prediction of individua observationsthan does the mean of the observations.
If R iscloseto 0 then using the regression equation to predict future obsarvationsis not much better than
using the mean of the y;’ s to predict future observations. A perfect fit (i.e., when al of the observed data
points fal on the fitted regression line) would be indicated by an R equd to 1. In practice, avaue of R?
of 0.6 or greater is usudly consdered to be high and thus an indicator that the mode can be reasonably
used for predicting future observations; however, it isnot aguarantee. A plot of the predicted vauesfrom
the modd and the corresponding observed values should be examined to assess the usefulness of the
modd.

Figure 6.7 shows the R? values for severa hypothetical data sets. Notice that the datain
the middle of the chat (represented by the symbol “Xx”) exhibit a pronounced
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downward linear trend, and thisisreflected in ahigh R2 of .93. On the other hand, the set of datainthetop
of the chart (represented by “diamonds’) exhibits no trend in concentrations, and thisisreflected inalow
R? of .02. Findly, we notethat the R? for the set of dataa the bottom of the chart isfairly low (about 0.5),
even though there appears to be afairly strong (nonlinear) trend. This is because R2 measures the linear

trend over time (months). For these data, the trend in the concentrations is not linear, thus the

corresponding R2 isfairly low. If the time axis were transformed to the reciprocal of time, the resulting R2

for the third data set would be close to 0.90.

Figure 6.7 Examples of R-Square for Selected Data Sets
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While R? is a ussful indicator of the fit of a modd and the usefulness of the modd for
predicting individua observations, it isnot definitive. If the model isused to predict the mean concentration
rather than an individua observation or if the trend in the concentrations is of interest, other measures of
the modd fit are more useful. These are addressed in the following sections.
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6.1.4.2 Calculating the Standard Error of the Estimated Slope

Inasmplelinear regresson, the dope of the fitted regression line gives the magnitude and
directionof theunderlying trend (if any). Because different sets of sampleswould provide different estimates
of the dope, the estimated dope given by equation (6.2) is subject to sampling variability. Evenif theform
of the assumed modd (6.1) were known to be true, it would still not be possible to determine the dope of
the true relationship exactly. However, it is possible to estimate, with a specified degree of confidence, a
range within which the true dope is expected to fal.

Thestandard error of i provides ameasure of the variability of the estimated dope. It
is denoted by s(b,) and is defined in Box 6.10.

Box 6.10
Calculating the Standard Error of the Estimated Slope

s(by) = "S‘SE 6.17)

The standard error can be used to construct aconfidenceinterval around the true dope of

the regression line. The formulafor a 100(1-a) percent confidence intervad is given by equation (6.17) in
Box 6.11.

Box 6.11
Calculating a Confidence Interval Around the Slope

b, £ t-a/2:N2 s(b;) (6.18)

where t)_opn.N. is the upper 1- %pcrcentagc point of a t distribution with
N-2 degrees of freedom (see Appendix Table A.1).
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The confidence interva provides a measure of rdiability for the estimated vdue b, The
narrower the interva, the greater is the precison of the estimate b. Because the confidence interval
provides arange of likely vaues of 3; whenthe model holds, it can be used to test hypotheses concerning
the sgnificance of the observed trend.

6.1.4.3 Decision Rulefor Identifying Significant Trends

If the confidence interval given by equation (6.17) contains the vaue zero, there is
insufficient evidence (at the aggnificance level) to conclude that there isatrend.

Ontheother hand, if the confidenceinterva includes only negetive (or only postive) vaues,
we would conclude that there is a Sgnificant negeative (or positive) trend.

An example in which the above decison ruleis used to identify asgnificant trend is given
in Box 6.12.

6.1.4.4 Predicting Future Observations

If the fitted modd is gppropriate, then an unbiased prediction of the concentration level a
time his 9, = b, + bx,, where X, is the vdue of the time variable a time h. The sandard error of the
estimate is given by equation (6.18), and the corresponding 100(1 - a) percent confidence limits around
the predicted vadue at time h are given by formula (6.19) in Box 6.13.

Notethat if thefitted regresson modd isbased on data collected during the cleanup period,
the confidence limits given by formula (6.20) may not gtrictly gpply after treatment is terminated.
Consequently, confidence limits based on datafrom the trestment period which are used to draw inferences
about the post-treatment period should be interpreted with caution. Further discussion of the use of

predicted vaues in ground water ‘ monitoring studiesis given in Section 6.2.
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Box 6.12
Using the Confidence Interval for the Slope to Identify a Significant Trend

For the dataAin kalc 6.1, the estimated regression line was
determined to be y; = b + by x; = 10.62 - .1823 x;.

The coefficient of determination for the fitted model is R2 = 1- SOF

S
=1-(2.49/11.8) = .79. That is, 79 percent of the variability in the
contamination measurements is explained by the regression model provided
that the model is correct.

Using equation (6.16), the standard error of the estimated slope is
s(by) = VEE = VIRZ = .02617; and the corresponding 95 percent
confidence limits for 8, are given by -.1823 + (2.101) (.02617) or -.2373 to
-1273. (Note that & = .05, 1 - 5 = 975, N = 15, and N-2 = 13; thus,
ti-a2,N-2 = t 925,13 = 2.101 from Appendix Table A.1.)

Since the interval (-.2373, -.1273) does not include zero, we can
conclude that the observed downward trend is significant at the a = .05

level. That is, we have high confidence that the observed downward trend
is real and not just due to sample variability.

Box 6.13
Calculating the Standard Error and Confidence Intervals for Predicted
Values

—
s@p) = ‘\/MSE (1+g+ (ih!.);"‘—)-} 615

O £ tyamna SO (6.20)
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An example in which the regresson model is used to predict future valuesis presented in
Box 6.14.

Box 6.14
Using the Simple Regression Model to Predict Future Values

Continuing the example in Box 6.11, suppose that the site manager
is interested in predicting the contaminant concentration for month 16*. The
predicted concentration level for month 16, assuming that the model holds,
is

%16 = bo +byx,6 = 10.62 - .1823(16) = 7.703.
The standard error of the predicted value is

- 2
1) = \/MSE (1+5+ (l‘lﬁs—;&}

= 1 d6-8)2
—‘\/.1918,(1+15+ g0 = 4984,

Therefore, if the model holds, 99 percent confidence limits around
the predicted value [see formula (6.20)] are given by 7.703 + 2.878 (.4984)
or from 6.269 to 9.137.

* Again, it should be emphasized that whenever a regression model is used to make
predictions about concentrations outside the range of the sampling period, extreme
caution should be used in interpreting the results. In particular, the regression results
should not be used alone, but should be combined with other sources of information
(see discussion in Section 6.3).

6.1.4.5 Predicting Future M ean Concentrations

If the fitted model is appropriate, then an unbiased prediction of the mean concentration
leve a timehisy, = b, + b;X,,, wherex, isthe vaue of the time varidble at time h. Although the predicted
mean and the predicted vaue for an individua observation are the same, the prediction error of the
predicted meanislessthanthat for anindividud predicted vaue. The standard error of the predicted mean
isgiven by equation (6.21), and the corresponding 100(] - a) percent confidence limits around the predicted
mean &t time h are given by formula (6.22) in Box 6.15.
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Box 6.15
Calculating the Standard Error and Confidence Interval a Predicted Mean

- v
$(9y) = '\[ MSE (§ + (_&s%} (6.21)
In £ tigoN-2 S0 (6.22)

Notethat if thefitted regresson modd isbased on data collected during the cleanup period,
the confidence limits given by formula (6.19) may not grictly apply after treetment is terminated.
Consequently, confidence limits based on datafrom the trestment period which are used to draw inferences
about the post-treatment period should be interpreted with caution. Further discusson of the use of
predicted vaues in ground water monitoring studiesis given in Section 6.2.

6.1.4.6 Exampleof a“Nonlinear” Regression

Applying regression analysisisnot dwaysas sraightforward asthe examplesin Boxes 6.8,
and 6.12 indicate. To show some of the possible complexities and to help fix some of the ideas presented,
we will do aregresson anadlyss on the datain Table 6.2. Asshown in Figure 6.8, these data are not linear
with respect to time and hence a transformation of the independent variable was employed. (More
information about the use of trandformationsis given later in Section 6.2.3.)) The anadyssis summarized in
Box 6.16 and the fitted modd is plotted in Figure 6.9.
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Table 6.2 Hypothetica concentration measurement for mercury (Hg) in ppm for 20 ground water
samples taken at monthly intervas

Coded Concentration Reciprocal

Month Year month (i) ) of month (x)
January 1986 1 0.401 1.0000
February 1986 2 0.380 0.5000
March 1986 3 0.352 0.3333
April 1986 4 0.343 0.2500
May 1986 5 0.354 0.2000
June 1986 6 0.350 0.1667
July 1986 7 0.343 0.1429
August 1986 8 0.333 0.1250
September 1986 9 0.325 01111
October 1986 10 0.325 0.1000
November 1986 1 0.327 0.0909
December 1986 12 0.329 0.0833
January 1987 13 0.324 0.0769
February 1987 14 0.325 0.0714
March 1987 15 0.319 0.0667
April 1987 16 0.323 0.0625
May 1987 17 0.316 0.0588
June 1987 18 0.318 0.0556
July 1987 19 0.321 0.0526
August 1987 20 0.331 0.0500

Figure 6.8 Mot of Mercury Measurements as a Function of Time (See Box 6.16)
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v Y ——y v
0 5 10 15 20 25
Time (Month)
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Box 6.16
Example of Basic Regression Calculations

Table 6.2 shows mercury concentrations for 20 ground water samples taken
from January 1986 to August 1987. A plot of the concentration measure-
ments as a function of time is shown in Figure 6.8. Because the data
exhibited a nonlinear trend, it was decided to consider the model y; = o +
Bix; + €&;, where x; = 1/i. The values of the reciprocals of time are shown in
the last column of the table.

For these data, the following quantities were calculated: Sy = 3.598; Sy =
61.‘57;39; Sxx =.949; Syy = .00909; Syx = .0866, y = .337,y = .337,X =

The estimated regression coefficients were then calculated as: by =
.0866/.949 = .0913; and bg = .337 - (.0913)(.180) = .321. The fitted
model is therefore

0913

i

9i = bg + byjx; =.321 +
and the associated mean square error is

.08662
.00909 - 08662
MSE = SlssE - =24 000066.

Figure 6.9 shows a plot of the fitted model against the observed
concentration values.

Figure 6.9 Comparison of Observed Mercury Measurements and Predicted Vaues under the Fitted
Model (See Box 6.16)
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Box 6.17
Andyss of Resduds for Mercury Example

Figure 6.10 shows a plot of the residuals for the mercury data in Table 6.2 based on the
fitted modd, §; = .321 + 0.0913/i (see Box 6.16). The residua plot indicates somelack of
fit of the model. In particular, it appears that the fitted model tends to underestimate
concentrations at the earlier times while overestimating concentrations & the later times.
(Since the residudss represent the differences betweenthe actua and predicted vaues, the
positive vaues of theresduasin the earlier monthsindicate thet the actua valuestend to be
larger than the predicted values then. Hence, the modd underestimates the earlier
concentrations.)

To see whether the fit could be improved by using a different transformation of i, the
following alternative model was considered: y; = R, + Ry/4/i + &, For this model, the

estimated regression coefficients are ky, =.2957 and b, = .1087, and the coefficient of
determination is R = .927 (compared to .89 for the earlier model). This indicates a

somewhat better fitwhen 1/ /i isused astheindependent varicble (see Figure 6.11). The
resdud plot under the new model (see Figure 6.12) seems to support this conclusion.
Moreover, the standard error of b, isg(b,) =.0072, and hence 95 percent confidencelimits
around the true dope are given by .1087 + (2.101)(.0072), or .094 to .124. Since the
interva does not include zero, we further conclude that the trend is Significant.

Findly, Figure 6.13 shows anormal probability plot of the ordered resduas based on the
revised mode, where the expected vaues, EV; were computed using formula (5.24) with
S = VMSE. Thee is a nonlinear pattern in the residuas which suggests that the

normdlity assumption may not be gppropriate for this model. If aforma test indicates the
lack of normdity is significant, nonlinear regression procedures should be congdered.
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Figure 6.10

Resldual

Figure 6.11

Mercury concentration

ANALYSS

Plot of Resduds Againg Time for Mercury Example (see Box 6.17)
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Figure6.12  Plot of Resduas Based on Alternative Model (see Box 6.17)
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Figure6.13  Plot of Ordered ResiduasVersus Expected Vauesfor Alternative Modd (see Box 6.17)
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To summarize, if the dataare origindly linear (such asthe datain Table 6.1), then we may
fit the smple linear regresson mode of Box 6.1. If the dataare more complex (e.g. thedatain Table 6.2),
then a transformation may be used as was done in Box 6.16. One can transform either the independent
(i.e, the explanatory) variable or the dependent (i.e., the outcome) variable, or both. Finding the
appropriate transformation is as much an art as it is a science. Conaultation with a datidtician is
recommended in order to help identify useful transformations and to help interpret the mode based on the
transformed data.

6.2 Using Regression to Model the Progress of Ground Water Remediation

As samples are collected and analyzed during the cleanup period, trends or other patterns
in the concentration levels may become evident. As illugtrated in Figure 6.14, a variety of patterns are
possible. In Stuation 1, regression might be used to determine the dope for observations beyond time 20
to infer if the treatment is effective. If not, a decison might be made to consider a different remedid
program. For Situation 2, the concentration measurements have decreased below the cleanup standard,
and regression might be used to investigate whether the concentrations can be expected to stay below the
cleanup standard. For Situation 3 in Figure 6.14, which could arise from factors such as interruptions or
changes in the trestment technology or fluctuating environmenta conditions, regresson can be used to
assess trends. However, due to the highly erratic nature of the data any predictions of trends of future
concentrations are likely to be very inaccurate. Additiond data conclusions will be necessary before
conclusions can be reached. Where appropriate, regresson andyss can be useful in estimating and
asessing the dgnificance of observed trends and in predicting expected levels of contaminant

concentrations at future pointsin time.

Figure 6.15 summarizes the steps for implementing a smple linear regression andysis a
Superfund Sites. These steps are described in detall in the sections that follow.
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Figure Examples of Contaminant Concentrations that Could Be Observed During Cleanup
Situation 1
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Figure6.15  Stepsfor Implementing Regresson Analyss a Superfund Sites
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6.2.1 Choosing a Linear or Nonlinear Regression

Thefirg gep in aregression analyss is to decide whether alinear or nonlinear modd is
appropriate. An initid choice can often be made by observing a plot of the sample data over time. For
example, for the data of Figure 6.2, the relationship between concentration measurements and time is
apparently linear. In this case, the regresson mode (6. 1) withx; =i would be appropriate. However, for
the data displayed in Figure 6.16, some sort of nonlinear modd would be appropriate.

Sometimesit ispossbleto mode anonlinear relationship such asthat shownin Figure 6.16
with linear regression techniques by transforming either the dependent or independent variable.! In some
cases, theoretica considerations of ground water flows and the type of trestment gpplied may lead to the
formulation of a particular nonlinear model such as “exponentia decay.” This, in turn, may lead to
consderation of aparticular type of trandformation (e.g., logarithmic or inverse transformations). However,
these a priori consderations do not preclude testing the model for adequacy of fit. Choosing the
appropriate transformation may require the assistance of a dtatistician; however, if the (nonlinear)
relationship is not too complicated, some relatively smple transformations may be sufficient to “linearize’
the model, and the procedures given in Section 6.1 may be used. On the other hand, after analysis of the
resduds (as described below in Section 6.2.3), if none of the given transformations appears to be
adequate, nonlinear regression methods should be used (see Draper and Smith, 1966; Neter, Wasserman,
and Kutner, 1985). A datistician should be consulted about these methods.

Fgure 6.17 shows examples of two generd types of curves that might reasonably
approximate the relationship between observed contaminant levels and time. If aplot of the concentration
measurements versustime exhibits one of these patterns, the transformationslisted below in Box 6.18 may
be helpful in making the modd linear. Since the initid choice of transformation may not provide a“good’
fit, the process of determining the gppropriate transformation may require severd iterations. The procedures
described in Section 6.2.3 can be used to assess the fit of a particular model. Box 6.18 contains some
suggested transformations for the two types of curves shown in Figure 6.17 (source: Neter, Wasserman,
and Kutner, 1985).

! Although amodel suchasy = b, + b, (%) isanonlinear equation; itis called alinear regression model because

the coefficients, b, and b, occur in alinear form (as opposed to say y = b, + X?).
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Figure6.16  Example of aNonlinear Relationship Between Chemica Concentration Measurementsand
Time
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Box 6.18
Suggested Transformations

Type A: Contaminant concentrations following this pattern decrease
slowly at first and then more rapidly later on. A useful transformation to
consider is

X; = 14

where p is a constant greater than 1. If the decline in concentrations is very
steep, set p = 2, initially, and then try alternative values, if necessary, to
obtain a good fit.

Type B: Contaminant concentrations following this pattern decrease
rapidly at first and then more slowly later on. Useful transformations to
consider in this case are

. x=1

. x;=1/Vi

. xi = log(i)

. xi = Vi.
Alternatively, one can also consider transforming y;; e.g., use the
transformed variable

. vi =y

. ¥i' = log(y)

. yi = 1ly;
either in lieu of or together with the transformed time variable, whichever
appears to be appropriate.

There is no guarantee that using transformations will help; and its effective-
ness must be determined by checking the fit of the model and examining the
residuals. Consultation with a statistician is recommended to help identify
useful transformations and to interpret the model based on the transformed
measurements.

Word-searchable version — Not a true copy 6-31



CHAPTER 6: DECIDING TO TERMINATE TREATMENT USING REGRESS ON
ANALYSS

6.2.2 Fitting the M odédl

Inaregression analyss, the process of “fitting themode” refersto the process of estimating
the regression parameters and associated sampling errors from the observed data. With these estimates,
it isthen possible to (1) determine whether the mode provides an adequate description of the observed
chemicd measurements;, (2) test whether thereisasgnificant trend in the chemical measurementsover time;
and (3) obtain estimates of concentration levels at future pointsin time.

Given a st of concentration measurements, i, i =1, 2, ..., N, and corresponding time
vaues, x;, the estimated dope and intercept of thefitted regression line can be computed from the equations
in Section 6.1.2. For the fitted model, the error sum of squares, SSE, and coefficient of determination
should aso be computed.

Note that the modd fitting will, in generd, be an iterative process. If the fitted modd is
inadequate for any of the reasons indicated below in Section 6.2.3, it may be possible to obtain a better
fitting model by consdering transformations of the data.

6.2.3 Regression in the Presence of Nonconstant Variances

If the resduas for afitted mode exhibit a pattern suchasthat shownin Figure 6.14d, the
assumption of congtant variance is violated, and corrective steps must be taken. The two most common
corrective measures are; (1) transform the dependent variable to gabilize the variance; or (2) perform a
“weighted least squares regresson” (Neter, Wasserman, and Kutner, 1985).

Transformations of the dependent variable that are useful for stabilizing variances are the
sguare root transformation, the logarithmic transformation, and the inverse transformation. Which
transformationto usein aparticular Stuation depends on the way the variance increases. To determinethis
relationship, it is useful to divide the dataiinto four or five groups based on the time a which observations
were made. For example, thefirst group might consist of thefirst four observations, the second group might
consist of the next four observations, and so on. For the g" group, compute the mean of the observed

concentrations, §,, and the standard deviation of the concentrations, sy (Section5. 1). If aplot of SS versus

9, is approximately a gtraight line, use \/z , the square root
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transformation, in the regression anaysis; if a plot, of s, versus §, is approximately a straight line, use

log(y,), thelogarithmic transformation, in the analysis; and, finally, if aplot of S, versus §, sapproximately

adraghtline ﬁ , use the inverse transformation, in the analysis (Neter, Wasserman, and Kutner, 1985).

The other mgor method for dedling with noncongtant varianceisweighted|east squar es
regression. Weighted |least squares anaysis providesaformal way of accommodating nonconstant variance
in regression. To apply this method, the form of the underlying variance structure must be known or
estimated from the data. Thismethod i s described e sewhere; e.g., Draper and Smith (1966). A statistician
should be consulted when gpplying these methods.

6.2.4 Correcting for Serial Correlation

It issometimes possibleto removethe serid corrdation inthe resdudsby transforming the
dependent and independent variables Applied Linear Statistical Models by Neter, Wasserman, and Kutner
(1985), amplifies the following iterative procedure.

6.2.4.1 Fitting the M odel

The four steps for fitting the model to remove serid corrdations are discussed below.

(@) Calculate the seridl correlation of the residudls, ons » USiNg the formulain Box 5.14.

2 Fori=2,3, ..., N, transform both the dependent and independent variables using equation
(6.23) in Box 6.19. Perform an ordinary least squares regresson on the transformed variables. That is,
using the procedures of Section 6.1.2, fit the “new” mode given by equation (6.24).
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Box 6.19
Transformation to "New" Model

Transform both the dependent and independent variables using the
formulas:

Vi =¥i- Sobs¥ia and x;' = X;- SopsXias (6.23)

Fit the following model using the transformed variables:
yi’ = Bo' + Bl'xi' + € . (6.24)

Note that one observation is lost in the transformed measurements because
(6.26) cannot be determined fori = 1.

Denote the least squares estimates of the parameters of the new (transformed) model by b,' and
b," and denote the fitted model for the transformed variables by equation (6.25) in Box 6.20.

Box 6.20
"New" Fitted Model for Transformed Variables

%' = bg' + by'x; (6.25)

Cdculate the resduds for the new modd: e’ =y’ - (by’ + b,’x’). Note that the fitted
modd (6.25) is expressed in terms of the transformed variables and not the origina variables.

3 Perform the Durbin-Watson test (or approximate test if the sample size is large) on
the resduds of the modd fitted in step (2). If the test indicates that the serid corrdation is not Sgnificant,
go to sep (4). Otherwise, terminate the process and consult a atistician for aternative methods of

correcting for seria correlation.
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4 Interms of theorigind variables, the dope and theintercept of thefitted regressonlineare
provided in Box 6.21.

Box 6.21
Slope and Intercept of Fitted Regression Line in Terms of Original Variables

b, = b, and by = rbé)o] (6.26)

where $obs is the estimated autocorrelation determined by using the
residuals obtained from fitting the untransformed data, and by’ and b,' are
least squares estimates obtained from the transformed data.

The gpproach given above has the effect of adjusting the estimates of variance to account
for the presence of autocorreation. Typicaly, the variance of the estimated regression coefficientsislarger
when the errors are corrdlated, as compared with uncorrelated errors. An example of the use of this
technique is given in Box 6.22.

6.2.4.2 Determining Whether the Slopeis Significant

The standard error of the dope of the origind modd is smply the standard error of the
dope, b,', obtained from the regression analyss performed on the transformed data defined in Box 6.21.
The formulas given in Section 6.1.4 can be used to compute the standard error of b,'. The decison rule
in Section 6.1.4.3 can be usad to identify whether the trend is satistically significant. Note that for the
transformed data, the total number of observationsis N-1.
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Box 6.22
Correcting for Serial Correlation

Table 6.3 shows the concentration of benzene in 15 quarterly ground water
samples taken from a monitoring well at a former manufacturing site. It
appeared from a plot of the data (see Figure 6.18) that a simple linear model
of the form: y; = By + B;i + ¢ might be appropriate in describing the relation-
ship between concentrations and time.

A regression analysis was performed on the data with the following results:
(a) the fitted model was estimated to be §; = 29.20 - .478i; (b) R2 = 0.73;
(c) 95 percent confidence limits around the slope of the line were calculated
to be -0.478 * (2.16)(.082), or -0.66 to -0.30; and (d) the Durbin-Watson
statistic was computed to be D = .795.

For N = 15 and p-1=1 (there are two parameters in the model), the critical
value for the Durbin-Watson test is dy = 1.36 at the .05 significance level.
Since D < 1.36, it was concluded that there was a significant autocorrela-
tion. Although the calculated confidence interval for the slope of the line
apparently indicated that the observed downward trend was significant, it
was recognized that the presence of autocorrelations could lead to erroneous
conclusions. Therefore, the data were re-analyzed using the method of
transformations described earlier in this section.

First, the serial correlation was computed from the residuals as §,p¢ = .57.
Then the observed concentrations and time variable were transformed as
follows: y;' =y; - .57y;,; and x;' =i - .57(i-1). A regression of y;' on x;'
resulted in least squares estimates of b,' = -.34 and by’ = 11.89 for the
transformed variables, with s(b;’) =.17. Therefore, using equation (6.26),
estimates of the slope and intercept for the original data were calculated as

by =by' = -34, and by = 2= = 118 = 27,65 Note that the revised

estimates are close to the original estimates, except that now the standard
error of by is much larger that it was before the effect of the autocorrelations
was taken into account in the analysis (.17 vs. .082). Because of this
increase in variance, 95 percent confidence limits around the true slope are
now given by -.34 £ (2.179)(.17), or -.71 to .03. In this case, the interval
includes zero, and therefore at the five percent significance level, we cannot
conclude that the observed trend is significant.
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Table 6.3 Benzene concentrationsin 15 quarterly samples (see Box 6.22)
Coded Concentration
Y ear Quarter quarter (i) inppb (y)
1985 First 1 30.02
Second 2 29.32
Third 3 28.12
Fourth 4 28.32
1986 First 5 27.01
Second 6 24.78
Third 7 24.00
Fourth 8 23.78
1987 First 9 24.25
Second 10 23.24
Third 11 21.98
Fourth 12 25.00
1988 First 13 24.10
Second 14 2375
Third 15 23.00

Figure6.18  Plot of Benzene Data and Fitted Modd (see Box 6.22)
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6.2.4.3 Calculating the Confidence I nterval for a Predicted Value

The genera proceduresin Section 6.1.4 can dso be used to develop confidence limitsfor
the predicted concentration at arbitrary time h (as shown in Box 6.23).

Box 6.23
Constructing Confidence Limits around an Expected Transformed Value

Referring to the fitted model (6.28), use equation (6.19) to construct
confidence limits around the expected transformed value at time h:

Up' =9 + t1.gnn3 5O (6.27)

and
Ly = 9% - tiapns sSOw)- (6.28)

where, §;' = by + by'xy"; xp, = the value of the time variable at time h;
and s(9,,") is the standard error of 9,,' as computed from equation (6.18)
using the transformed data. Note that the "t value"” used in the confidence
interval is based on N-3 (instead of N-2) degrees of freedom because we are
estimating and additional parameter (the serial correlation) from the data.

Since the limits given in equations (6.27) and (6.28) are in the transformed
if;{:yalc, the upper- and lower-confidence limits in the original scale are given

Yhupper = Un' + Sobs¥n (6.29)
and
Yhlower = Ly’ + $obs)'h' (6.30)
6.3 Combining Statistical Information with Other Inputs to the Decision
Process

The datidtica techniques presented in this chapter can be used to (1) determine whether
contaminant concentrations are decreasing over time, and/or (2) predict future concentrations if present
trends continue. Other factors must be used in combination with
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these gatistica results to decide whether the remediad effort has been successful, and when treatment

should be terminated. Severd factorsto consder are:

. Expert knowledge of the ground water at this Site and experience with other
remedid effortsa smilar Stes,

. The results of mathematica models of ground water flow and chemistry with
sengtivity andysis and assessment of the accuracy of the modeling results; and

. Cost and scheduling considerations.

The sources of information above can be used to answer the following questions.

. How long will it take for the ground water system to reach steady state beforethe
sampling for the attainment decision can begin?

. What is the chance that the ground water concentrationswill substantially exceed
the cleanup standard before the ground water reaches steady state?

. What arethe chancesthat thefinal assessment will concludethat the Site attainsthe
cleanup standard?
. What are the costs of (1) continuing trestment, (2) performing the assessment, and

(3) planning for and initiating additiond trestment if it is decided that the Ste does
not attain the cleanup standard?

The answers to these questions should be made in consultation with both statisticad and
ground water experts, managers of the remediation effort and the regulatory agencies.

6.4 Summary

This chapter discussed the use of regression methods for helping to decide when to stop
treatment. In particular, procedures were given for estimating the trend in contamination levels and
predicting contamination levelsat future pointsin time. Generd methodsfor fitting Smplelinear moddsand
assessing the adequacy of the modd were also discussed.

In deciding when to terminate trestment, the chapter emphasized that:
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Interpreting the data is usualy a multiple-step process of refining the model and
understanding the data;

. Modes are a useful but imperfect description of the data. The usefulness of a
model can be evauated by examining how wen the assumptions fit the data,
including an analysis of theresduds,

. Correl ation between observations collected over time can be important and must
be considered in the modd;

. Changesin trestment over time can result in changesin variaion, and correation
and can produce anoma ous behavior which must be understood to make correct
conclusions from the data; and

. Consultation with a ground water expert is advisable to help interpret the results
and to decide when to terminate trestment.

Deciding when to terminate trestment should be based on a combination of Statistica
results, expert knowledge, and policy decisons. Note that regression is only one of various dtatistical
methods that may be used to decide when treatment should be terminated. Regresson analysis was
discussad in this document because of its relaive Smplicity and wide range of applicability; however, this
does not congtitute an endorsement of regression as a method of choice.
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After terminating trestment and before collecting water samples to assess atanment, a
period of time must passto ensure that any transent effects of treatment on the ground water system have
aufficiently decayed. This period is represented by the unshaded portion in the figure below. This chapter
discusses consderationsfor deciding when the sampling for the attainment decison can begin and provides
datistica tests, which can be easly applied, to guide this decison. The decison on whether the ground
water hasreached steady Stateisbased on acombination of Satistical ca culations, ground water modeling,
and expert advice from hydrogeol ogists familiar with the Site.

Figure 7.1 Example Scenario for Contaminant Messurements During Successful Remedid Action

Start
1.2 Treatment

Measured 0.8
Ground
Water 0.6

Concentration 0 4 |

0.2%

04— ; : o
Date

The degreeto which remediation efforts affect the ground water sysem at asteisdifficult to determineand
dependsonthephysica conditionsof the site and the treatment technol ogies used. Asprevioudy discussed,
the ground water can only be judged to attain the cleanup standard if both present and future contaminant
concentrations are acceptable. Changes in the ground water system due to treatment will affect the
contaminant concentrationsin the sampling wells. For example, while remediation isin progress pumping
candter water levels, water flow, and. thusthe level of contamination being measured a monitoring wells.
To adequatdly determine whether the cleanup standard has been attained, the ground water conditionsfor
sampling must pproximeate the expected conditionsin the

Word-searchable version — Not a true copy



CHAPTER 7: ISSUESTO BE CONSIDERED BEFORE STARTING ATTAINMENT
SAMPLING

future. Consequently, it isimportant to establish when the resdud effects of the trestment process (or any
other temporary intervention) on the ground water appear to be negligible. When this point is reached,
sampling to assess attainment can be started and inferences on atainment can be drawn. We will define
the gtate of the ground water when temporary influences no longer affect it as a“seady date” “ Steady
date” athough sometimes defined in the precise technicd sense, is used here in aless forma manner as
indicated in Section 7.1.

7.1 TheNotion of “ Steady State”

The notion of “seady state’” may be characterized by the following components:

la  After treetment, the water levelsand water flow, and the corresponding variability
associated with these parameters (e.g., seasond patterns), should be essentialy
the same as for those from comparable periods of time prior to the remediation
effort.

or

1.b. Incaseswherethe treatment technology has resulted in permanent changesin the
ground water system, such as the placement of durry wdls, the hydrologic
conditionsmay not return to their previous state. Nevertheless, they should achieve
adate of gahility whichislikdly to reflect future conditions expected at the site.
For this steady date, the resdud effects of the trestment will be small compared
to seasonal changes.

2. The pollutant levels should have datigtical characterigtics (e.g., a mean and
gandard deviation) which will be smilar to those of future periods.

The first component implies that it isimportant to establish estimates of the ground water
levelsand flows prior to remediation or to predictively mode the effect of structuresor other featureswhich
may have permanently affected the ground water. Variables such as the level of ground water should be
measured a the monitoring wells for areasonable period of time prior to remediation, so thet the genera
behavior and characteristics of the ground water at the Site are understood.

The second component is more judgmental. Projections must be made as to the future
characteristics of the ground water and the source(s) of contamination, based
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on avalable, current information. Of course, such projections cannot be made with certainty, but
reasonable estimates about the likelihood of events may be established.

The importance of identifying when ground water has reached a steady State isrelated to
the need to make inferences about the future. Conclusions drawn from tests assessing the attainment of
cleanup standards assume that the current state of the ground water will persst into the future. There must
be confidence that once asiteisjudged clean, it will remain clean. Achieving asteady State gives credence
to future projections derived from current data.

7.2 Decisionsto be Madein Determining When a Steady State is Reached
Immediately after remediation efforts have ended, the mgor concern is determining when

ground water achieves steady State. In order to keegp expenditures of time and money to a minimum, it is

desirable to begin collecting datato assess attainment as soon as oneis confident that the ground water has

reached a steady state.

When sampling to determine whether the ground water system is at Seady date, three

decisons are possible:

. The ground water has reached steady state and sampling for ng attainment
can begin;

. The measurements of contaminant concentrations during this period indicate that
the contaminant(s) are unlikely to attain the cleanup standard and further trestment
must be considered; or

. More time and sampling must occur before it can be confidently assumed that the

ground water has reached steady state.

Next, various criteriawill be consdered that can be used in determining whether a steedy
state has been reached.

7.3 Deter mining When a Steady State Has Been Achieved

In the following sections, quditative and quantitetive criteriainvolved in making the
decison a to whether the ground water has returned to a Seady doate following
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remediation are discussed. Some of these criteria are based on acomparison of present ground water levels
with comparable levels before treatment. Others are based solely on measurements and conditions after
treatment has terminated. To a certain extent, the decision as to when steedy State has been reached is
judgmentd. It is not possible to prove that a ground water system has achieved steedy state. Thus, it is
important to examine dataobtained from the ground water systemto seeif there are patternswhich suggest
that steady state has not been achieved. If there are no such patterns (e.g., in the water level or speed and
direction of water flow), it may be reasonable to conclude that a steady state has been reached.

Any data on the behavior of the ground water prior to the undertaking of remediation may
serve asauseful basdine, indicating what “ steady state? for that system had been and, thus, towhat it might
return. However, the actions of remediation and the resulting physica changesin the areamay changethe
characterigtics of steady State. In thiscase, such acomparison may belessuseful. Whenit seemsclear that
steady State characterigtics have changed after remediation efforts, it isusudly prudent to dlow moretime
for remediation effects to decay.

Collectionof datato determine whether steady state has been achieved should begin at the
various monitoring wells at the site after remedi ation has been terminated. The variablesfor which datawill
be obtained should include measures related to the contaminant levels, the ground water levels, the speed
and direction of the flow, and any other measures that will aid in determining if the ground water has
returned to a Seady date. The frequency of data collection will depend on the correlation among
consecutively obtained values (it isdesirableto have alow correlation). A period of three months between
data collection activities at the wells may be appropriate if there gppears to be some correl ation between
observations. With little or no correlation, monthly observations may prove useful. If the serid correlation
seemsto be high, thetime interval between data collection efforts should be lengthened. With little or no
information about seasond patterns or serid correlationsin the data, at least Six observations per year are
recommended. After severd yearsof data collection, thisnumber of observationswill alow an assessment
of seasonal patterns, trends, and serid corrdation. It may be ussful to consult with agatidtician if there is
some concern about the appropriate sampling frequency.

All data collected should be plotted over time in order to permit a visud andysis of the
extent to which a steady state exists for the ground water. In Section 7.4,
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the charting of dataand the construction of plotsare discussed. Section 7.4.3 providesillustrations of such
plots and their interpretation. In Section 7.4.4, Statistical tests that can be employed for identifying
departures from randomness (e.g., trends) in the data are indicated. Suggestions for seasondly adjusting
data prior to plotting are provided, and graphical methods are discussed.

7.3.1 Rough Adjustment of Data for Seasonal Effects

One concern in gpplying graphica techniques is that the data points being plotted are
assumed to be independent of each other. Evenif the serid correlation between observationsislow, there
may be aseasond effect on the observations. For example, concentrations may betypicaly higher than the
overdl average in the spring and lower in the fal. To adjust for seasond effects, one may subtract a
measure of the “seasona” average from each data value and then add back the overall average (Box 7.
1). The addition of the overal average will bring the adjusted vaues back to the origind levels of the
variable to maintain the same reference frame as the origina data.

Box 7.1
Adjusting for Seasond Effects

Suppose we let X, be the jth individua data observation in year Kk, & be the average for
period j obtained from the basdline period prior to treetment for period j, and& bethe overal
average for dl data collected for the basdline period. For example, if sSix datavaues per year
have been collected bimonthly for each of three yearsduring the basdline period, six & vaues
would be computed, each based on three data pointstaken from the three different yearsfor
which data were collected. The value & would be computed over al 18 data vaues. The

adjusted jth data observation in year K, X'J.k , can then be computed from:
X = X - X+ X (7.1)

If there are missing values, caculate § asin Box 5.4.
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Plot the valuesof x;, versustime. In examining these plots, checksfor runsand trends can
be made for the adjusted va ues.

7.4 Charting the Data

In generd, it is useful to plot the data collected from amonitoring program. Such plotsare
gmilar to “control charts’ often used to monitor industrial processes, except control limitswill not appesar
on the charts discussed here. Use the horizontd, or X-axis, to indicate the time at which the observation
was taken; and use the verticd, or Y-axis, to indicate the vadue of the variadble of interest (eg., the
contaminant level or water table level or the value of other variables after adjustment for seasond effects).
Figure 7.2 gives an example of aplot which may be used to assess stahility during the period immediately
following trestment.

Notice that in Figure 7.2, the “prior average’ has dso been placed on the plot. Thisline
represents the average of the basdline data collected before remediation efforts began. For example, this
vaue could be the average of eight points collected quarterly over atwo-year period. It may aso be useful
to plot separately the individual observations gathered to serve as the basdine data, S0 that information
reflecting seasond variability and the degree of serid correation associated with the basdline period can
be readily examined.

Figure 7.2 Example of Time Chart for Usein Assessng Stability
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74.1 A Test for Change of Levels Based on Charts

If the ground water conditions after remediation are expected to be comparableto the prior
conditions, we would expect that the behavior of water levels and flows to resemble that of those same
variables prior to the remediation effort in terms of average and variability. One indication that a steady
state may not have been reached isthe presence of astring of measurementsfrom the post treatment period
whichare conggently above or below the average prior to beginning remediation. A common rule of thumb
used inindudtrid Statigtical Process Control (SPC) isthat if eight consecutive points are above or below
the average (often cdled a“run” in SPC terminology), the dataare likely to come from adifferent process
than that from which the average was obtained (Grant and Leavenworth, 1980). Thisruleisbased on the
assumptionthat the observations areindependent. Thisassumption isnot drictly applicablein ground water
dudies since there is likely to be serid correlation between observations as well as seasond variahility.
Assuming independent observations, an eight-point run isassociated with a1 in 128 chance of concluding
that the mean of the variable of interest has changed when, in fact, there has been no change in the mean.

The above discussion suggests that for the purpose of deciding whether the ground water
has achieved steady state, a string of 7 to 10 consecutive points above or below the prior average might
serve as evidence indicating that the state of the ground water is different from that in the baseline period.
If it is sugpected that a high degree of serid correlation exids, it would be gppropriate to require alarger
number of consecutive points.

7.4.2 A Test for TrendsBased on Charts

The chartsdescribed here provideasmpleway of identifying trends. If Sx consecutive data
points are increasing (or decreasing)* -- sometimes stated as “5 consecutive intervas of data’ so that it is
understood that the firgt point in the string isto be counted - then there is evidence that the variable being
monitored (e.g., water levels or flows, or contaminant concentrations) has changed (exhibits a trend).

Again, independence

! This ruleof 6isbased on the assumption that all 720 orderings of the points are equally likely. Thisisnot alwaystrue.
Hence such rules are to be considered only as quick but reasonable approximations.
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of the observationsisassumed. A group of consecutive pointsthat increasein vaue is sometimes referred
to asa“run up,” while agroup of consecutive points that decrease invaueisreferredto asa*“run down.”

With the rule of Sx consecutive data points described above, the chance of erroneoudy
conduding that a trend exists is only 1 in 360, or about 0.3 percent. In contrast, a rule based on five
consecutive pointshasa 1 in 60 chance (1.6 percent) of erroneoudy concluding that thereisatrend, while
arule based on seven consecutive points would have a corresponding 1 in 2,520 chance (0.04 percent)
of erroneoudy concluding that there is a trend. Thus, depending on the degree of serid corrdation
expected, a“trend” of 5 to 7 points may suggest that the ground water levels and flows are not a steady
state.

In practice, datafor many ground water samples may be collected before any significant
runs are identified. For example, in aset of 30 monthly ground water flow rate measurements, there may
be arun up of seven points and severd shorter runs. Such patterns of runs can be andyzed by examining
the length or number of runsin the series. Forma datistical proceduresfor analyzing trendsin atime series
are given by Gilbert (1987).

A quick check for a generd trend over along period of time can be accomplished as
follows. Dividethetotal number of datapointsavailable, N, by 6. Takethe closest integer smaller than N/6
and cal it 1. Then sdect the ™" data value over time, the 2(I™), the 3(I™), etc. For example, if N = 65, then
| =10, and we would sdlect the 10", 20'", etc., points over time. If there are six consecutive points
increasing or decreasing over time, thereisevidence of atrend. Thistest will partidly compensatefor serid
correlaion.

7.4.3 [llustrationsand I nter pretation

Once the plotting of data has begun, there are various patterns that may appear. Figures
7.3 through 7.8 represent six charts which indicate possible patterns that may be encountered. Evidence
of departures from gahility isbeing sought. The firg five charts, except Figure 7.4, indicate evidence of
ingability (or in the cases of Figures 7.5 and 7.6, suspicions of possible ingtability), i.e., changes in
characteristics over time. Figure 7.3 shows “sudden” apparent outliers or spikes that indicate unexpected
vaiability
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in the variable being monitored. Figure 7.4 illustrates a Sx-point trend in the variable being monitored.
Figures 7.5 and 7.6 suggest that a trend may exist but there is insufficient evidence to substantiate it.
Attentionshould be paid to the behavior of subsequent dataiin these cases. (In particular, the datain Figure
7.5 could indicate agenerd trend using the “ quick check’ discussed in the previous section depending on
the randomly selected set of pointsincluded in the test.) Figure 7.7 reflects a change (around observation
15) in both variability (the spread of the data becomes much greater) and average (the average appears
to have increased). Figure 7.8 indicates a variable that appears to be stable.

Ininterpreting the plots, the return to asteady state will generdly beindicated by arandom
scattering of data points about the prior average. The existence of patterns such asrunsor trends suggests
ingtability. Patterns associated with seasondlity and serid correlation should be consi stent with those seen
prior toremediation. At thevery least, the average va uefor levelsof contaminants after remediation should
be lower than that prior to remediation. A run below the prior average for contaminant level measures
would certainly not be evidence that the ground weter is not a steady state, since the whole point of the
remediation effort is to reduce thelevel of contamination. A trend downwardsin contamination levelsmay
be anindication that asteady state has not been reached. Neverthdless, if substantia evidence suggeststhat
this decline or an eventud leveling off will be the future state of that contaminant on the dte, tests for
attainment of the cleanup standards would be appropriate.

On the other hand, if it seems that the average contamination level after remediation will
be above the prior average or that there is a congstent trend upwards in contaminetion levels, it may be
decided that the previous remediation efforts were not totally successful, and further remediation efforts
must be undertaken. This may be done with aminima amount of data, if, based on the data available, it
appears unlikely that the cleanup standard will be met. However, what should be taken into account isthe
relaive cost of making the wrong decision. Two costs should be weighed against each other: the cost of
obtaining further observations from the monitoring wells if it turns out that the decison to resume
remediationismade a& alater date (thelosshereisin termsof time and the cost of monitoring up to thetime
that remediation actualy is resumed) againg the cost of resuming remediation when in fact a seady Sate
would eventudly have been achieved (thelosshereisin termsof the cost of unnecessary cleanup effort and
time). In addition, the likelihood of making each of these wrong decisions, as estimated based on the
available information, should be incorporated into the decision process.
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Figure 7.3 Example of Apparent Outliers
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Figure 7.5 Example of a Pattern in the Data that May Indicate an Upward Trend
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Figure 7.6 Example of a Pattern in the Datathat May Indicate a Downward Trend
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Figure 7.7 Example of Changing Variability in the Data Over Tune
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7.4.4 Assessing Trendsvia Statistical Tests

The discussonsin Section 7.4.3 consdered graphica techniquesfor exploring thepossible
exigence of trends in the data. Regression techniques discussed in Chapter 6 provide a more formal
gatistica procedure for considering possible trends in the data.

Other forma proceduresfor testing for trends also exist. Gilbert (1987) discusses severa
of them, such as the Seasond Kenddl Test, Sen’s Test for Trend, and a Test for Globa Trends (the
origind articlesin which thesetests are described were: Hirsch and Slack, 1984; Hirsch, Sack, and Smith,
1982; Farrell, 1980; and van Belle and Hughes, 1984).

The Seasonal Kendall Test providesatest for trendsthat removes seasond effects. It has
been shown to be gpplicable in cases where monthly observations have been gathered for at least three
years. The degreeto which critical vaues obtained from anormd table gpproximatethetrue critical values
goparently has not been established for other time intervals of data collection-eg., quarterly or
semi-annudly. This test would have to be carried out for each monitoring well separately at aSte. Sen's
Test for Trend isamore sengtive test for detecting monotonic trendsif seasona effects exist, but requires
more complicated computations if there are missng data. The Test for Globa Trends provides the
capability for looking at differences between seasons and between monitoring wells, at season-well
interactions, and aso provides an overdl trend test. All three of these tests (the Seasond Kendall, Sen's,
and the Globd tests) require the assumption of independent observations. (Extensions of these tests
alowing for serid correlations require that much more data be collected--for example, roughly 10 years
worth of monthly datafor the Seasonal Kendall test extension.) If this assumption is violated, these tests
tend to indicate that atrend exists a ahigher rate than specified by the chosen a levd when it actudly does
not. Thus, these testss may provide useful toolsfor detecting trends, but the finding of atrend viasuch atest
may not necessarily represent conclusive evidencethat atrend exists. Gilbert providesadetailed discusson
of al three tests as well as computer code that can be used for implementing the tests. However, this
discussion does not consider the power of these trend tests, i.e,, the likelihood that such tests identify a
trend when atrend actualy
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exigsis not addressed. If the power of these testsislow, existing trends may not be detected in atimely
fashion.

7.4.5 Considering the L ocation of Wells

I n addition to assessing the achievement of steady Satein awedl over time, it isaso useful
to consider the comparison of water and contamination levels acrosswells at given pointsintime. Thiscan
readily be done by congructing either (1) a scatter plot with water or contamination levels on the vertica
axis and the various monitoring wellsindicated on the horizontal axis, or (2) congtructing a contour plot of
concentrations or water levels across the site and surrounding area. Commercia computer programs are
avalable for preparing contour plots. In particular, seethediscussionin Volume 1 (Chapter 10) onkriging.
If there are, large, unexpected differencesin water or contamination levels between wdlls, thismay suggest
that steady State has not yet been reached.

7.5 Summary

Finding that the ground water has returned to asteady Sate after terminating remediation
effortsisan essentia step in the establishment of ameaningful test of whether or not the cleanup standards
have been attained. There are uncertainties in the process, and to some extent it is judgmental. However,
if an adequate amount of data are carefully gathered prior to beginning remediation and after ceasing
remediation, reasonable decisions can be made as to whether or not the ground water can be considered
to have reached a gate of sability.

The decision on whether the ground water has reached steady state will be based on a
combination of gatigtica caculations, plots of data, ground water modeling, use of predictive models, and
expert advice from hydrogeologists familiar with the Ste.
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After the remediation effort and after the ground water has achieved steady state, water
samples can be collected to determine whether the contaminant concentrations attain the relevant cleanup
gandards. The sampling and evauation period for making this atainment decison is represented by the
unshaded portion in the figure below.

Figure 8.1 Example Scenario for Contaminant Messurements During Successiul Remedid Action

Start

1.2
1

Measured 0.8
Ground
Water 0.6

Concentration 0.4

0.2

0

Nata

In this chapter satistical procedures are presented for ng the attainment of cleanup
standards for ground water at Superfund stes. As discussed previoudy, the procedures presented are
suitable for assessing the time series of chemica concentrations mesasured in individud wdlsreaive to a
cleanup standard. Note that attainment objectives, as discussed in Chapter 3, must be specified by those
managing the Ste remediation befor e the sampling for assessing attainment begins.

The collection of samplesfor ng attainment of the cleanup standardswill occur after
the remedia action at the site has been completed and after a subsequent period has passed to alow
trandent affects dueto the remediation to disspate. Thiswill dlow the ground water concentrations, flows,
and water tableleve sto reach equilibrium with the surrounding environment. [t will beimportant to continue
to chart the ground
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water data to monitor the possibility of unexpected departures from anapparent steady state. Some such
departures are illugtrated in Figures 7.3 through 7.7.

The attainment decison is an assessment of whether the post-cleanup contaminant
concentrations are acceptable compared to the cleanup standard and whether they are likely to remain
acceptable. To assesswhether the contaminant concentrationsarelikely to remain acceptable, the Satistical
procedures provide methods for determining whether or not a long-term average concentration or a
long-term percentage of the well water concentration measurements are below the established cleanup
standards.

It isassumed in this chapter that die periodic or seasonal patterns in the data repeat on a
yearly cycle. It may bethat another, perhaps shorter, period of timewould be appropriate. In such acase,
the referenceto “yearly” averages may be adjusted by the reader to reflect the appropriate period of time
for the Ste under congderation. In the text, mention of aternative “seasona cycles or periods’ indicates
where such adjustments may be appropriate.

This chapter presents statistica procedures for determining whether:

. The mean concentration is below the cleanup standard; or

. A sdected percentile of al samplesisbeow the cleanup standard (e.g., doesthe
90th percentile of the digtribution of concentrations fal below the cleanup
standard?).

Many different statistical procedures can be used to assess the attainment of the cleanup
standard. The procedures presented here have been sdected to provide reasonable results with a smdl
sample sze in the presence of corrdated data. They require minimd statistical background and expertise.
If other procedures are considered, consultation with a statistician is recommended. In particular, in the
unlikely event that the measurements are not serialy correlated, the methods presented in chapter 5 which
assume arandom sample can be used.

The procedures presented are of two types. fixed sample Size tests are discussed in this
chapter, and sequentid tests are discussed in Chapter 9. Figure 8.2 is a flow chart outlining the steps
involved in the cleanup processwhen using afixed sample sizetest. Section 8.6 discussestesting for trends
if thelevels of contaminants are acceptable.

Word-searchable version — Not a true copy 8-2



CHAPTER 8: ASSESSING ATTAINMENT USING FIXED SAMPLE SZE TESTS

FimraR?2 SQone in tha Cleani In Prarace \AMhon | ldnn a Fived Qamnla Q70 Tod

Define the Attainment
Objectives

v

‘ > Treat the ground
water

!

Wiait for Ground Water
to Reach Steady State

'

Specify Sample Design
and Analysis Pian
Determine Sample Size

v

Collect the Data
Determine If the
Ground Water Attains
the Cleanup Standard
Reassess Cleanup
Technology
A
-

Word-searchable version — Not a true copy 83



CHAPTER 8: ASSESSING ATTAINMENT USING FIXED SAMPLE SIZE TESTS
8.1 Fixed Sample Size Tests

This chapter discusses assessing the attainment of cleanup standards using atest based on
a predetermined sample size. For a fixed sample size test, the ground water samples are collected on a
regular schedule, such as every two months, for a predetermined number of years. After dl the data have
been collected, the data are analyzed to determine whether the concentrations in the ground water atain
the cleanup standard. Even if theinitid measurements suggest that the ground water may attain the cleanup
gandard, al samples must be collected before the Satistical test can be performed. An advantage of this
approach is that the number of samples required to perform the atigtical test will be known before the
sampling begins, making some budgeting and planning tasks easier than when using a sequentid test
(Chapter 9).

Three procedures are presented for testing the mean when using fixed sample size tests.
The first and second procedures use yearly averages concentrations. The first method, based on the
assumptionthat theyearly meanshaveanormd distribution, isrecommended when there are missing values
in the data and the missing vaues are not distributed evenly throughout the year. The second procedure
assumesthat the distribution of theyearly averageis skewed, Smilar to alognormd distribution, rather than
symmeric. If there are few or no missing vaues, the second method using the log transformed yearly
averages is recommended even if the dataare not highly skewed. The third method requires calculation of
seasond effects and serid corrdations to determine the variance of the mean. Because the third method
is sendtive to the skewness of the data, it is recommended only if the distribution of the resduds is
reasonably symmetric. Regardless of the procedure used, the sample size for assessing the mean should
be determined using the steps described in Section 8.2. 1.

8.2 Deter mining Sample Size and Sampling Frequency

Whether the calculation procedure used for assessing attainment use yearly averages or
individud measurements, the formulas presented below for determining the required sample size use the
characterigtics of the individua observations. In the unlikely event that many years of observations are
avalable for estimating the variance of yearly average, the number of years of sampling (using the same
sample frequency asin the available data) can aso be determined from the yearly averages using equation
(5.35). The
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following sections discuss the caculation of sample sze for testing the mean and testing proportions.

8.2.1 Sample Sizefor Testing Means

The equations for determining sample size require the specification of the following
quantities: Cs, |, 0, and 3 (see Sections 3.6 and 3.7) for each chemica under investigation. In addition,
estimates of the serial correlation f between monthly observations and the standard deviation o of the
measurements are required. For sample size determination, these quantities need not be precise. The
procedures described in Section 5.10 and 5.3 may be used to obtain rough estimates of s and the seria
correlation.

The totad number of samples to collect and analyze from each well is determined by
selecting the frequency of sampling within ayear or seasond period and then determining the number of
years or seasond periods through which datamust be collected. Given the valuesfor Cs, p, a, and (3, the

steps for determining sample size are provided in Box 8.1 and are discussed below in more detail.

Using previous data to estimate the serid correlation between observations separated by
amonth is discussed in Section 5.3. Since these estimates will not be exact, they will requirethefollowing
adjugment before calculating the sample sze: If the estimated corrdlation is less than or equa t0 0.1, a
serid correlation between monthly observations of 0.1 should be assumed when determining the frequency
of sampling. The higher the serid corrdation, the larger will be the recommended time interva between

samples.

From cost records or budget projections, estimate the ratio of the annua overhead cost
of maintaining sampling operations at the Site to the unit cost of collecting, processing, and analyzing one
ground water sample. Call this ratio $;. This ratio will be used to obtain a preliminary esimate of the
sampling frequency.
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Box 8.1
Steps for Determining Sample Size for Testing the Mean

(1)  Determine the estimates of ¢ and ¢ which describe the data. Denote
these estimates by & and 8.

(2) Estimate the ratio of the annual overhead cost of maintaining
sampling operations at the site to the unit cost of collecting, process-
ing, and analyzing one ground water sample. Call this ratio $g.

(3)  Based on the values of $g and §, use Appendix Table A.4 to deter-
mine the approximate number, np, of samples to collect per year or
scasonal period. The value np may be modified based on site-
specific considerations, as discussed in the text.

4 The sampling frequency (i.c., the number of samples to be taken
year) is np or 4, whichever is larger. Denote this sampling
frequency as n. Note that, under this rule, at least four samples per
year per sampling well will be collected.

(5) For given values of n and 6, determine a "variance factor” from
Appendix Table A.5. Denote this factor by F. For example, for
$= 0.4 and n = 12, the factor is F = 5.23.

(6) A preliminary estimate of the required number of years to sample,

my, is
82 z]B-i-zluz
= =L +2 8.1
my F{ Cstiy } 3.1

where z; g and zi,q are the critical values from the normal distribu-

tion with probabilities of 1-ot and 1-B (Table A.2).

(¥)) The number of years of data will be denoted by m and will be
determined by rounding my to the next highest integer. The total
number of samples per well will be N=nm.

Appendix Table A.4 shows the approximate number of observations per year (or period)
which will result in the minimum overdl cost for the assessment (see Appendix F for the basis for Table
A.4). Note that the sampling frequencies, givenin Table A .4 are gpproximate and are based on numerous
assumptions winch may only approximate the Stuation and codts a a particular Superfund site. Using the
table requires knowledge of the seria correlations between observations separated by one month (or
one-twelfth of the
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seasonal cycle) and the cost of extending the sampling period for one more year relative to taking an
additiona ground water sample.

Find the columnin Table A.4 that is closest to the estimate of $ being used. Find the row
whichmost closdly corr&pondstof\ . Denotethetabulated value by n,. For example, supposethat the cost
ratio is estimated to be 25 and f = 0.3. Then from Table A.4 under the fifth column (raio=20),n, = 9.
Since the costs and serid correlations will not be known exactly, the sample frequenciesin Table A.4
should be considered as suggested frequencies. They should be modified to a sampling frequency which
can be reasonably implemented in the fidld. For example, if collecting a sample every month and a half
(n,=8) will dllow easy coordingtion of schedules, n, can be changed from 9to 8.

For determination of sample frequency, these quantities need not be precise. If there are
severa compounds to be measured in each sample, cdculate the sample frequency for each compound.

Use the average sample frequency for the various compounds.

It isrecommended that at least four samples per year (or seasond period) be collected to
reasonably reflect the varigbility in the measured concentration within the year. Therefore, the sampling
frequency (i.e., number of samples to be taken per year) is the maximum of four and . Denote the
sampling frequency by n. Note that under thisrule, at least four samples per year per sampling well will be
collected.

Asmore observations per year are collected, the number of years of sampling required for
assessing attainment can be reduced. However, there are limits to how much the sampling time can be
reduced by increasing the number of observations per year. If the cost of collecting, processing, and
andyzing the ground water samplesisvery smal compared to the cost of maintaining the overal sampling
effort, many samples can be collected each year and the primary cost of the assessment sampling will be
associaed with mantaining the assessment effort until adecison isreached. On the other hand, if the cost
of each sample is very large and a monitoring effort is to be maintained at the Ste regardless of the
atainment decison, the cogts of waiting for adecison may be minima and the sampling frequency should
be specified so as to minimize the sample collection, handling, and analyss costs. It should be noted that
it is assumed that the ground water remains in Seady state throughout the period of data collection.
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The frequency of sampling discussed in this document is the smplest and most
graightforward to implement: determine asingle time interval between samples and select asample at dl
wells of interest after that period of time has € gpsed (e.g., once every month, once every six weeks, once
aquarter, etc.). However, there are other gpproachesto determining sampling frequency, for example, sSite
specific data may suggest that timeintervas should vary among welsor groups of wellsin order to achieve
approximately the same precison for each well. Considering such gpproachesisbeyond the scope of this
document, but the interested reader may reference such articles as Ward, Loftis, Nielsen, and Anderson
(1979), and Sanders and Adrian (1978). It should be noted that these articles are oriented around issues
related to sampling surface rather than ground water but many of the genera principles apply to both. In

generd, conaultation with a gatigtician is recommended when establishing sampling procedures.

Use the sample frequency per year, the estimated serid correlaion between monthly
observations, and Appendix Table A.5 to determinea” variance factor” for estimating the required sample
size. For the given values of nand f*, determine the variance factor in Table A.5. Denote thisfactor by F.
For example, for f = 0.4 and n = 12, thefactor isF = 5.23. For values of f and nnot liged in Table A5,
interpolation between listed vaues may be used to determine F. Alternatively, if a conservative gpproach
isdedired (i.e, to take a larger sample of data), take the smaler vaue of F associated with listed vaues

of f and n. For values outside the range of vaues covered in Table A.5, see Appendix F.

A prdiminary esimate of the required number of yearsof sampling, my isgiven by equation
(8.1). Thefirt ratio in this equation is the estimated variance of the yearly average, § %: s? .The find

addition of 2 to the sample size estimate improves the estimate with smal sample szes (see Appendix F).

Because the Satisticd tests require afull year’ sworth of data, the number of yearsof data
collection, my, isrounded to the next highest integer, m. Thus, n samples will be collected in each of rn
years, for atotal number of samples per well of N where N isthe product m*n. An example of using these
procedures to calculate sample size for testing the mean is provided in Box 8.2.
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Box 8.2
Example of Sample Size Calculations for Testing the Mean

Suppose that, for a = .01, it is desired to detect a difference of .2 ppm
from the cleanup standard of .5 ppm (for example: Cs =.5, ji; =.3) with a
power of .80 (i.c., B = .20). Also suppose that the ratio of annual overhead
costs to per-unit sampling and analysis costs ($R) is close to 10. Further, it
is estimated that 8 =.43 and § = .20. Then for § = .20 and cost($g) = 10,
Table A.4 givesnp=9. Fornp=9 and § = .20, F = 7.17 from Table A.5.
Further, using equation (8.1):

e F{ Cs-fy }

to determine the number of years, my, to collect data, we find

2
_ 432 .842 + 2.326) _
md"‘7.17 1 ‘5 -‘3 I +2""8-47,

where 2. = .842 and zj.¢ = 2.326, as can be found from Table A.2 or any
normal probability table.

Rounding up gives a sampling duration of nine years and a total sample size
of 9%9= 81 samples.

8.2.2 Sample Sizefor Testing Proportions

The testing of proportions is smilar to the testing of means in that the average coded
observation (e.g., the proportion of samples for which the cleanup standard has been exceeded) is
compared to aspecified proportion. The method for determining sample size described below workswell
when thereisalow correlation between observations and no or smal seasond patternsin the data. If the
correlation between monthly observationsis high or there are large seasond changesin the measurements,
then consultation with a statigtician is recommended. If the parameter to be tested is the proportion of
contaminated samples froth either one wel or an array of wells, one can determine the sample size for a
fixed sample size test using the procedures in Box 8.3. These procedures for determining sample size
require the specification of the following quantities: a, I3, B, and P, (see Section 3.7 and Section 5.4.1).
In generd, many samples are required for testing when testing smal proportions.
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Box 8.3
Determining Sample Size for Testing Proportions

(1)  Compute the estimates of 0 and ¢ which describe the measurements
(not the coded values). Denote this estimates by 8 and .

Let$ = g‘—“s-, (4 is the estimated correlation between the coded
observations).

(2) Estimate the ratio of the annual overhead cost of maintaining
sampling operations at the site to the unit cost of collecting, pro-
cessing, and analyzing one ground water sample. Call this ratio $g.

3) Based on the values of $g and 6, use Table A.4 to determine the
approximate number, ny, of samples to collect per year or seasonal
period. Based on site-specific considerations, the value ny may be
modified to a number which is administratively convenient.

(4)  The sampling frequency (i.c., the number of samples to be taken per
year) is np or 4, whichever is larger Denote this sampling
frcqucncy as n. Note that, under this rule, at least four samples per
year per sampling well will be collected.

(5  For given values of n and §, determine a "variance factor” from
Table A.5. Denote this factor by F.

(6)  For given values of F, a, B, P, and P, a preliminary
estimate of the number of years to sample is

-m”mm}z

mg=¢ { 8.2

where z; g and z,_, are critical values from the normal distribution
assocmtcd with probabllmes of 1-a and 1-B (Appendix Table A.2).
x use my = n},go instead. Equation (8.2) is an
adaptation of (8. l), usmg equation (5.25) of Chapter 5.

(7)  The number of years of data will be denoted by m, and will be
determined by rounding my to the next highest integer. The total
number N of samples per well will be N=nm.
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8.2.3 An Alternative M ethod for Deter mining Maximum Sampling Frequency

The maximum. sampling frequency can be determined using the hydrogeol ogic parameters
of ground water wells. The Darcy equation (Box 8.4) using the hydraulic conductivity, hydraulic gradient,
and effective porogty of the aguifer, can be used to determine the horizonta component of the average
linear velocity of ground water. This method is useful for determining the sampling frequency that dlows
aufficient time to pass between sampling events to ensure, to the greatest extent technicaly feasible, that
there is a complete exchange of the water in the sampling well between collection of water samples.
Although samples collected at the maximum sampling frequency may beindependent in the physica sense,
datistical independenceis unlikely. Other factors such asthe effect of contamination history, remediation,
and seasond influences can aso result in correlations over time periods greater than that required to flush
the wdl. As aresult, we recommend that the sampling frequency be less than the maximum frequency
based on Darcy’s equation. Use of the maximum frequency can be approached only if estimated
correlations based on ground-water samples are close to zero and the cost ratio, $;, is high. A detaled
discussion of the hydrogeologic components of this procedure is beyond the scope of this document. For
further information refer to Practical Guide for Ground-Water Sampling (Barcelona et al., 1985) or
Setigical Analysis of Ground-Water Monitoring Data et RCRA Fadilities (U.S. EPA, 1989D).

Box 8.4
Choosing a Sampling Interval Using the Darcy Equation

The sampling frequency can be based on estimates using the average linear
velocity of ground water. The Darcy equation relates ground water velocity
(V) to effective porosity (Ne), hydraulic gradient (i), and hydraulic
conductivity (k):

*
V= %-cl (8.3)

The values for k, i, and Ne can be determined from a well's hydrogeologic
characteristics. The time required for ground water to pass through the well
diameter can be determined by dividing the monitoring well diameter by the
average linear velocity of ground water (V). This value represents the
minimum time interval required between sampling events which might yield
an independent ground water sample.
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8.3 Assessing Attainment of the Mean Using Y early Averages

When using yearly averages for the andlys's, the effects of serid corrdation can generdly
beignored (except for extreme conditions unlikely to be encountered in ground water). For the procedures
discussad in this section, the variance of the observed yearly averagesis used to estimate the variance of
the overd| average concentration. First, data are collected using the guidelines indicated in Chapter 4.
Vaues recorded below the detection limit should be recorded according to the procedures in Section
2.3.7. Wells can be tested individudly or agroup of wells can betested jointly. In the latter case, the data
for the individua wells at each point in time are used to produce a summary measure (e.g., the mean or

maximum) for the group asawhole.

Two calculation proceduresfor ng attainment aredescribed bel ow. Both procedures
usethe yearly average concentrations. Thefirgt isbased on the assumption that the yearly averages can be
described by a (symmetric) norma distribution. This is based on a standard t-test described in many
statistics books. The second procedure uses the log transformed yearly averages and is based on the
assumption that the distribution of the yearly averages can be described by a (skewed) lognormal
digribution. Because the second procedure performs well even when the data have a symmetric
digtribution, the second method isrecommended in most Stuations. Only when thereare missing datavaues
for which the sampling dates are not evenly distributed throughout the year and there is aso an gpparent
seasond pattern in the datais the first procedure recommended.

The cdculations and procedures when using the untransformed yearly averages are
described below and summarized in Box 8.5. This procedure is appropriate in al Stuations but is not
preferred, particularly if the data are highly skewed. The cdculations can be used (with some minor loss
in efficiency) if a some observations are missing. If the proportion of missing observations varies
consderably from season to season and there are differencesin the average measurements among Seasons,
consultation with a gatistician is recommended. If there are few missing vaues and the data are highly
skewed, the procedures described in Box 8.12 which use the log transformed yearly averages are

recommended.
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Box 8.5
Steps for Assessing Attainment Using Yearly Averages

(1)  Calculate the yearly averages (see Box 8.6)

(2) Calculate the mean, Xm, and variance, sf-‘. of the yearly averages
(see Box 8.7)

3) If there are no missing observations, set
X =Xm (8.4)
Otherwise, if there are missing observations calculate the seasonal

averages and the mean of the seasonal averages, Xms, (Box 8.8)
and set

X=Xms (8.5)
where X is the mean to be compared to the cleanup standard.

(4)  Calculate the upper 1-0 percent one-sided confidence interval for the
mean, X. (Box 8.9)

&) Decide whether the ground water attains the cleanup standards
(Box 8.10).

Use the formulas in Box 8.6 for cdculating the yearly averages. If there are missing
observations within a year, average the non-missing observations. Usng the yearly averages for the
daidticd analyss, caculate the mean and variance of the yearly averages using the equationsin Box 8.7.
The variance will have degrees of freedom equa to one less than the number of years over which the data
was collected.

|f there are no missing observations, the mean of theyearly averages, X,,,, will be compared
to the cleanup standard for assessing attainment. If however, there are missing observations, the mean of
the yearly averages may provide a biased estimate of the average concentration during the sample period.
This will be true if the missing observations occur mostly at times when the concentrations are generdly
higher or lower than throughout most of the year. To correct for this bias, the average of the seasond
averageswill be compared to the cleanup standard when there are missing observations. Box 8.8 provides
equations for caculating the seasond averages and X, the mean of the seasond averages. Using xG to
designate the mean which is to be compared to the cleanup standard; set & = X,, if there are no missing
obsarvations, otherwiseset 8 =X,
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Box 8.6
Calculation of the Yearly Averages

Let xjy = the measurements from an individual well or a combined measure
from a group of wells obtained for testing whether the mean attains the
cleanup standard; x;, represents the concentration for season j (the jth
sample collection time out of n) in year k (where data is collected for m
years.

For each year, the yearly average is the average of all of the observations
taken within the year. If the results for one or more sample times within a
year are missing, calculate the average of the non-missing observations.

If there are ng (ng < n) non-missing observations in year k, the yearly
average, X, is:

%= T 5 8.6)

where the summation is over all non-missing observations within the year.

Box 8.7
Calculation of the Mean and Variance of the Yearly Averages

The mean of the yearly averages, X is:

lv g 8.7
mk}_:lk 8.7

Lol

where X, is the yearly average for year k and the summation covers m years.

The variance of the yearly averages, sf-‘, can be calculated using either of the

two equivalent equations below:
m 1 m m
2 2
2 % " m [2 ka z (*x - fm)
2 k=l k=l k=1
(m-1) (m-1)

This variance estimate has m-1 degrees of freedom.
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Box 8.8
Calculation of Seasonal Averages and the Mean of the Seasonal Averages

For the n sample collection times within the year, the jth seasonal average is
the average of all the measurements taken at the jth collection time. If there
is a missing observation, the measurement from the jth sample collection
time may be different from the jth sequential measurement within the year.
Note that observations below the detection limit should be replaced by the
detection limit and are not counted as missing observations.

For all collection times j, from 1 to n, within each year, calculate the
seasonal average, X;, where the number of observations at the jth collection
time is mj < m. If there are missing observations, sum over the m; non-
missing observations.

%=L T 8.9)
J M Kul

The mean of n seasonal averages is:

= 12
Xms 3;;_21 X (8.10)
J'

Using the mean which is to be compared to the cleanup standard, &, and the standard
deviation of the mean calculated from the yearly averages, calculate the upper one sided 1-a percent
confidence interval for the mean using equation 8.11 in Box 8.9. The standard deviation isthe square root
of the variance ca culated from equation (8.7). Cdculation of the upper confidence interva requires use of
a, specified in the attainment objectives, and the degrees of freedom for the standard deviation, the number
of years of dataminus one, to determinethe rdevant t-gatistic from Table A.1in Appendix A. If the lower
one-sded confidence limit is desired, replace the plus sign in equation (8.11) with aminus sgn.

Finaly, if the upper one-sided confidence interva is less than the cleanup sandard and if
the concentrations are not increasing over time, decide that the tested ground water attains the cleanup
gtandard. If the ground water from al wells or groups of wells attains the cleanup standard then conclude
that the ground water at the dte attains the cleanup standard. The steps in deciding attainment of the
cleanup standard are shown in Box 8.10.
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Box 8.9
Calculation of Upper One-sided Confidence Limit for the Mean

The upper one-sided confidence limit is:
Hue = X+ tigm1 % =X +tom18K, (8.11)

where X is the mean level of contamination, and sx is the square root of the
variance of the yearly means. The degrees of freedom associated with sg is
m-1, and the appropriate value of t; o .1 can be obtained from Table A.1.

Box 8.10
Deciding if the Tested Ground Water Attains the Cleanup Standard

If Lyq < Cs, conclude that the average ground water concentration in the
well (or group of wells) attains the cleanup standard.

If the average ground water concentration in the wells is less than the
cleanup standard, perform a trend test using the regression techniques
described in Chapter 6 to determine if there is a statistically significant
increasing trend to the yearly averages over the sampling period (also see
Section 8.6). Note that at least 3 years' worth of data are required to iden-
tify a wend. If there is not a statistically significant increasing trend,
conclude that the ground water attains the cleanup standard (and possibly
initiate a follow-up monitoring program). If a significant trend does exist,
resume sampling or reconsider treatment effectiveness.

If Hyy 2 Cs, conclude that the average ground water concentration in the
wells does not attain the cleanup standard.

When the data are noticeably skewed, the calculation proceduresin Box 8. 12 (using the
logtransformed yearly averages) are recommended over thosein Box 8.5. Becausethe proceduresin Box
8.12 dso perform wel when the data have a symmetric distribution, these procedures ire generdly
recommended in al cases where there are no missing data. There is no easy adjustment for missing data
when using the log transformed yearly averages. Therefore, if the number of observations per season
(month etc.) is not the same for dl seasons and if there is any seasond pattern in the data, use of the
proceduresin Box 8.5 is recommended.
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Box 8.11
Example of Assessing Attainment of the Mean Using Yearly Averages

To test whether the cleanup standard (Cs = 0.50) has been attained for a
particular chemical, 48 ground water samples were collected for four years
at monthly intervals. All 48 ground water samples were collected and
analyzed, and three values which were below the detection level were
replaced in the analysis by the detection limit. Based on the sample data, the
overall mean concentration was determined to be .330 ppb. The corre-
sponding yearly means were computed as: X, =.31; X, =.32; X3 = .34;
and %, = .35. The variance of the yearly means is s2 = .000333.

The one-sided 99 percent confidence interval extends from zero to

g = R+ 113 3K = 33+ 4.541 o =37 b

Since the cleanup standard is Cs = 0.5 ppm, the average is significantly less
than the cleanup standard. However, the yearly averages are consistently
increasing and regression analysis indicates that the trend is statistically
significant at the 5 percent level (p = .0101). Therefore, it cannot be
concluded that the attainment objectives have been achieved. If the present
trend continues, the concentrations would exceed the cleanup standard in
about 10 years. Possible options include continued monitoring to determine
if the trend will continue or to reassess the treatment effectiveness and why
the upward trend exists.

The cdculationswhen using the log trandformed yearly averages are dightly more difficult
than when using the untrandformed yearly averages. After cdculating the yearly averages, the naturd log
isused to transform the data. The transformed averages are then used in the subsequent andlysis. The upper
confidence interval for the mean concentration is based on the mean and variance of the log transformed
yearly averages. The formulas are based on the assumption that the yearly averages have alog normal
digribution.
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Box 8.12
Steps for Assessing Attainment Using the Log Transformed Yearly

Averages
(1)  Calculate the yearly averages (sec Box 8.6)
2) Calculate the natural log of the yearly averages (see Box 8.13)

(3)  Calculate the mean, Xm, and variance, s%, of the log transformed
yearly averages (see Box 8.14)

(4)  Calculate the upper 1-a percent one-sided confidence interval for the
overall mean. (Box 8.15)

(5) Decide whether the ground water attains the cleanup standards
(Box 8.10).

Use the formulas in Box 8.6 for cdculating the yearly averages. If there are missng
observations within a year, average the non-missing observations. Caculate the log transformed yearly
averagesusing equation (8.12) in Box 8.13. Thenaturd log transformation isavailable on many caculators
and computers, usudly designated as“LN”, “In”, or “log..” Although the equations could be changed to
use the base 10 logarithms, use only the base e logarithms when using the equationsin Boxes 8.13 through
8.15. Calculate the mean and variance of the log transformed yearly averages using the equationsin Box
8.14. The variance will have degrees of freedorn equd to one less than the number of years over which
the data was collected.

Box 8.13
Calculation of the Natural Logs of the Yearly Averages

The natural log of the yearly average is:

yx =In(®y) (8.12)
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Box 8.14
Calculation of the Mean and Variance of the Natural Logs of the Yearly
Averages

The average of the m log transformed yearly averages, ym:

- 1 3
Ym =5 z Y (8.13)
k=1
The variance of the log transformed yearly averages, s%,:
m
2 1 (& o .
; ¢ = m (Z Ysz Y (yx = m)”
2 = =/ k= (8.14)
y (m-1) (m-1)

This variance estimate has m-1 degrees of freedom.

Cdlculate the upper one sided 1-a percent confidence interva for the mean using equation
8.xin Box 8.15. Cdculation of the upper confidence interval requires use of a, specified in the attainment
objectives, and the degrees of freedom for the standard deviation, the number of years of dataminus one,
to determine the rlevant t-gatistic from Table A.2in Appendix A. If thelower one-sded confidencelimit
is desired, replace the second plus Sp in equation (8.15) with aminus sign.

Findly, if the upper one-sded confidence interva isless than the cleanup standard and if
the log transformed concentrations are not increasing over time, decide that the tested ground water attains
the cleanup standard. If the ground water from dl wells or groups of wells attainsthe cleanup standard then
conclude that the ground water at the Site attains the cleanup standard. The stepsin deciding attainment of
the cleanup standard are shown in Box 8.10.
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Box 8.15
Calculation of the Upper Confidence Limit for the Mean Based on Log
Transformed Yearly Averages

The upper one-sided confidence limit for the mean is:

2 2 4
s S S
Mya = exp (?m + F+tigma '\/ 5T * THF ) (8.15)

where the degrees of freedom (Df) associated with sy is m-1, and the
appropriate value of t)_y ;-1 can be obtained from Table A.1. The term
2

s
under the square root is the variance of yy, + -22 and was calculated from the

variance of the two terms, which are independent if the data have a lognor-
mal distribution.

8.4 Assessing Attainment of the M ean After Adjustingfor Seasonal Variation

This section provides an dternative procedure for testing the mean concentration. It is
expected to provide more accurate results with large sample sizes, correlated data, and datawhich isnot
skewed. Because this procedure is sengitive to skewed data, it is recommended only if the distribution of
the resduds is reasonably symmetric.

After the data have been collected using the guidelines indicated in Chapter 4, wells can
be tested individudly or a group of wells can betested jointly. In the latter case, the datafor theindividua
wals at each point in time are used to produce asummary measure for the group asawhole. Thissummary
measure may be an average, maximum, or some other measure (see Section 2.3.5). These summary
measureswill be averaged over the entire sampling period. Thetestsfor attainment and the corresponding

ca culations required when removing seasond averages are described next.

The caculations and procedures when using the mean adjusted for seasona variaion are
described below and summarized in Box 8.16. This procedure is not recommended if the data are
noticeebly skewed. The following caculations and procedures are appropriate if the number of
observations per year isthe same for dl years. However, they
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can gill be used (with some minor lossin efficiency) if afew observationsare logt aslong asthelossis not
concentrated in aparticular season (note examplein Section 8.3). If the proportion of missing observations
varies consderably from seasonto season, consultation with astatistician isrecommended. If the detaare
obvioudy skewed, the procedures described in Box 8.15 which use the log transformed yearly averages

are recommended.
Box 8.16
Steps for Assessing Attainment Using the Mean After Adjusting for
Seasonal Variation

(1) Calculate the seasonal averages and the mean of the seasonal
averages, Xms, (Box 8.8)

2) Calculate the deviations from the seasonal averages (residuals) (Box
8.17)

(3)  Calculate the variance, s of the residuals (see Box 8.18)

(4)  Calculate the lag 1 serial correlation of the residuals using equation
5\8 18) in Box 8.19. Denote the computed serial correlation by

dobs-

(5)  Calculate the upper 1-a percent one-sided confidence interval for the
mean, X. (Box 8.20)

(6)  Decide whether the ground water attains the cleanup standards
(Box 8.10).

Use the formulas in Box 8.8 for caculating the seasond averages and the mean of the
seasonal averages. If there are missing observationswithin aseason, average the non-missing observations.
Caculate the resduas, the deviations of the measurements from the respective seasonal means using
equation (8.16) in Box 8.17. Box 8.18 shows how to caculate the variance of the resduds. The variance
will have degrees of freedom equa to the number of measurements less the number of seasons. Cdculate
the serid correlation of the resduals using equation (8.18) in Box 8.19. If the serid corrdation islessthan
zero, use zero when cdculating the confidence interva.
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Box 8.17
Calculation of the Residuals

From each sample observation, subtract the corresponding seasonal mean.
That is, compute the , €5, the deviation from the seasonal mean:

ex = Xy - X; (8.16)

Box 8.18
Calculation of the Variance of the Residuals

Calculate the variance of the residuals ey after adjustments for possible

seasonal differences:
2l ¥ T2
se = N-m kgl J§1 ij . (8. 17)
Alternatively, the ANOVA approach described in Appendix D can be used
to compute the required variance.
Box 8.19
Calculating the Serial Correlation from the Residuals After Removing
Secasonal Averages

The sample estimate of the serial correlation of the residuals is:

N
. 22 eiCi.1
$obs = :“T (8.18)
Le;

i=]

Where ¢;,i = 1, 2, ...,N are the residuals after removing seasonal averages,
in the time order in which the samples were collected.
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Using the mean of the seasond averages and the standard deviation of the mean, caculated
from the residuals, calculate the upper one sided 1-a percent confidence interval for the mean using
equation (8.19) in Box 8.20. The standard deviation is the square root of the variance caculated from
equation (8.17). If the observed serid correlation islessthan zero, use zeroin equation (8.19). Calculation
of the upper confidence interva requires use of a, specified in the attainment objectives, and the degrees
of freedom for the standard deviation, the number of years of data minus one, to determine the relevant
t-gtatistic from Table A.2in Appendix A. If thelower one-sded confidencelimit isdesired, replace the plus
ggn in equation (8.19) with aminus Sgn.

Box 8.20
Calculation of the Upper Confidence Limit for the Mean After Adjusting for
Seasonal Variation
Calculation of the Upper One-Sided Confidence Limit
HUg = X+ topr=Af 2 (8.19)
Ua 1-0,Df m m;b: .

where X is the computed mean level of contamination computed from
equation (8.8), and s is the square root of the variance of the observations
taking into account possible seasonal variation as computed from equation

(8.17). The degrees of freedom, Df, associated with s is Df = ™, and the

appropriate value of tj_g pf can be obtained from Table A.1. I §gps is less

than zero, set §, to zero. For the derivation of the term under the square
root, see Appendix F.
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Box 8.21
Example Calculation of Confidence Intervals

Table 8.1 and Figure 8.3 show hypothetical arsenic measurements for
ground water samples taken at quarterly intervals for four years. For these
data, the four seasonal (quarterly) means are: X; = 6.688; X, = 6.013; %3
= 5.078; and X, = 5.878, and the overall mean is ¥ = 5.914 ppb. The
adjusted arsenic measurements labeled “residuals,” shown in the last
column of the table, are obtained by subtracting the seasonal means from the
original observations.

The estimated variance of the data, taking into account possible seasonal
differences, is s2 = li—gzim .163 (cquation (8.11)) with 4 (i.c. E;m, 1—%’—1

degrees of freedom, and the corresponding auto correlation is §opg = .37
(eq. 8.18).

The upper one-sided 90 percent confidence interval extends from zero to

V.163,4 /1-&-.37
5914 + 1.533 —:/—.i':g_ 137 = 6.142 ppb.

If the cleanup standard were 6 ppb, it would be concluded that the ground
water has not attained the cleanup standard.

Figure 8.3 Plot of Arsenic Measurements for 16 Ground Water Samples (see Box 8.21)

Arsenic Measurements: 1984-1987
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7.00 {
6.00 4
5.00
Arsenic 4.00
3.00
2.00 1
1.004
0. 00 frmmmymp gyttt ——p—————————————————
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Table8.1 Arsenic measurements (ppb) for 16 ground water samples (see Box 8.21)
Arsenic
Year Quarter Measurement Resdud
1984 1 6.40 -.288
1984 2 5.91 -.103
1984 3 451 -.568
1984 4 5.57 -.308
1985 1 7.21 522
1985 2 6.19 77
1985 3 4.89 -.188
1985 4 551 -.368
1986 1 6.57 -.118
1986 2 5.70 -.313
1986 3 5.32 242
1986 4 5.87 -.008
1987 1 6.57 -.118
1987 2 6.25 237
1987 3 5.59 512
1987 4 6.56 .682
8.5 Fixed Sample Size Testsfor Proportions

If the parameter to be tested isthe proportion of contaminated samplesfrom either onewdll

or aray of wdls, the sample collection and andysis procedures are the same as those outlined above for
testing the mean with the following changes:

To apply thisnonparametric test, each measurement iseither coded “1” (the actud
measurement was equal to or above the relevant cleanup standard Cs), or “0”
(bdlow Cs). The atistical andyss isbased on the resulting coded varigble of O's
andl's.

Only the andysis procedure which used yearly averages, in Box 8.6 isgppropriate
for the cdculations. Do not use the ca culation procedures which correct for the
seasond pattern in the the data.and the serid correlation of the resduas or which
use the log transformed data.

See Section 8.2.2 for procedures for estimating the sample size.

8-25
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8.6 Checking for Trendsin Contaminant L evels After Attainingthe Cleanup
Standard

Once afixed sample sze datistica test indicates that the cleanup standard for the site has
been met, there remains one find concern. The modd we have used assumesthat ground water & the Ste
has reached a steady state and that there is no reason to believe that contaminant levelswill rise above the
cleenup standard in the future. We need to check this assumption. Regresson models, as discussed in
Chapter 6, can be used to do s0. By establishing asmple regresson mode with the contaminant measure
as the dependent variable and time as,the independent variable, atest of significance can be made as to
whether or not the estimated dope of theresulting linear model is positive (see Section 6.1.3). Scatter plots
of the datawill prove ussful in assessng themodd . When using theyearly averages, theregression can be
performed without adjusting for serid correlation.

To minimizethe chance of incorrectly concluding thet the concentrations areincreasing over
time, we recommend that the dphalevd for testing the dope (and sdlecting the t Satisticin Box 6.11) be
set at asmdl vaue, such as 0.01 (one percent). If, on the basis of the test, thereis not significant evidence
that the dope is positive, then the evidence is consistent with the preliminary conclusion that the ground
water in the well(s) attains the cleanup standard. If the dope is Sgnificantly greater than zero, then the
concern that contaminant levels may later exceed the cleanup standard till exists and the assumption of a
steady state is cdled into question. In this case, further congderation must be given to the reasonsfor this
apparent increase and, perhaps, to additiona remediation efforts.

8.7 Summary

This chapter presented the procedures for ng attainment of the cleanup standards
for ground water measurements using a fixed sample size test. The testing procedures can be gpplied to
samplesfrom either individua wells or wellstested asagroup. These procedures are used after the ground
water has achieved steedy state. Both parametric and nonparametric methodsfor eval uating atainment are
discussed. If the ground water at the Site is judged to attain the cleanup standards because the
concentrations are not increasing and the long-term average is Sgnificantly lessthan the cleanup standard,
follow-up monitoring is recommended to check that the steady state assumption holds.
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TESTS

After the remediation effort has been terminated and the ground water has achieved steady
state, ground water samples can be collected to determine whether the resulting concentrations of
contaminants atain the rdevant cleanup sandards. The sampling and evauation period for making this
attainment decision is represented by the unshaded portion in the figure below.

Figure 9.1 Example Scenario for Contaminant Measurements During Successful Remedid Action

Start
Treatment

Measured 08 -
Ground
Water 06 1

Concentration g 4 _

0

Date

Inthis chapter satistical procedures are presented for assessing the attainment of cleanup
standards for ground water at Superfund Stes using sequentia satistica tests. Note that attainment
objectives, as discussed in Chapter 3, must be specified before the sampling for assessing attainment
begins.

The collection of samplesfor ng attainment of the cleanup standardswill occur after
the remedia action at the site has been completed and after a subsequent period has passed to dlow
transent affects due to the remediation to dissipate. The attainment decision is an assessment of whether
the remaining contaminant concentrations are acceptable compared to the cleanup standard and whether
they are likely to remain accept-
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able. To assess whether the contaminant concentrations are likely to remain acceptable, the statistical

procedures provide methods for determining whether or not a long-term average concentration or a
long-term percentage of the well water concentration measurements are below the established cleanup

standards. In particular, in the unlikely event that the measurements are not seridly correlated, the methods
presented in chapter 5, which assume arandom sample, can be used and consultation with a Satidtician
is recommended. If sequentia tests are being cons dered, note that on the average, the sequentia testswill

require fewer samples than the fixed sample size testsin Chapter 8 or, if goplicable, those in chapter 5.

This chapter discusses assessing the attainment of cleanup standards using a sequentia
datigtical test. For asequentia test, the ground water samples are collected on aregular schedule, such as
every two months. Starting after the collection of three years of deta, a Satistical test is performed every
year to determine whether (1) the ground water being sampled attains the cleanup standard, or (2) the
ground water does not attain the cleanup standard, or (3) more data are required to make a decision. If
more data are required, another year's worth of data is collected before the next Satistical test is
performed. Figure 9.2 is a flow chart outlining the steps involved in the cleanup process when using a
sequential Statistical test.

Unlike the fixed sample sizetest, the number of samplesrequired to reach adecison using
the sequentia test isnot known at the beginning of the sampling period. On the average, the sequentia tests
will require fewer samples and a corresponding shorter time to make the attainment decision than for the
testsin Chapter 8. If the ground water clearly attains the cleanup standard, the sequentid test will amost
aways require fewer samples than a fixed sample sze test. Only when the contaminant concentretionsare
less than the cleanup standard and greater than the mean for the dternate hypothesis might the sequentia
test be likely to require more samples than the fixed sample Sze test.

This chapter presents statistica procedures for determining whether:

. The mean concentration is below the cleanup standard; or
. A sdected percentile of al samplesisbelow the cleanup standard (e.g., doesthe
90th percentile of the digtribution of concentrations fal below the cleanup
standard?).
9-2
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Figure 9.2 Stepsin the Cleanup Process When Using a Sequentid Statistical Test
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The measured ground water concentrations may fluctuate over time due to many factorsincluding:

. Seasonal and short-term wesather patterns affecting the ground water levels and
flows,

. Varidion in ground water concentrations due to historica fluctuations in the
contamination introduced into the ground water, and

. Sampling errors and laboratory measurement error and fluctuations.

The effects of periodic seasond fluctuations in concentration can be iminated from the
andydss, resulting in a more precise datigica test, by either averaging the measurements over a year or
correcting for any seasond patterns found in the data. These two dtatistical andlys's procedures are
presented in Sections 9.3 and 9.4, respectively. The method of using yearly averagesis, in generd, easier
to implement and preferred. Correcting for the seasond pattern may provide more precise satiticd tests
ingtuationswhere large correlations exist between measurements and when the measurement errors have
asymmetric didribution.

Three procedures are presented for testing the mean when using sequentia tests. Thefirst
and second procedures use yearly average concentrations. Thefirst method, based on the assumption that
the yearly meanshave anorma didtribution, isrecommended when there are missing vauesin thedataand
the missing vaues are not distributed evenly throughout the year. The second procedure assumesthat the
digtribution of the yearly average is skewed, smilar to alognorma digtribution, rather than symmetric. If
there are no missing va ues, the second method using thelog transformed yearly averagesis recommended
evenif the dataare not highly skewed. The third method requires calculation of seasond effects and serid
correlations to determine the variance of the mean. Because the third method is sensitive to the skewness
of the data, it is recommended only if the distribution of the resdudsis reasonably symmetric. Regardless
of the procedure used, the sample frequency for ng the mean should be determined using the steps
described in Section 9.1.

These sequential procedures are an adaptation of Wald' s sequentia probability ratio test,
gpecificdly averson of the sequentid t-test. They assume that the datais normally distributed or can be
made so by alog transformation. See Hall (1962), Hayre (1983), and Appendix F for details.
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9.1 Deter mining Sampling Frequency for Sequential Tests

The ground water sampleswill be collected at regular intervals usng a sysemétic sample
with a random Start as described in Chapter 4. An important part of determining the sample collection
proceduresis to select the timeinterva between samples or the number of samplesto collect per seasond
period, usualy per year. As discussed in Chapter 8, the term “year” will be used to mean a full seasond
cycle, which in most cases can be considered a calendar year.

The stepsfor determining sample frequency when testing the mean are provided in Box 9.1
and arediscussed in Section 8.2 in more detail. The procedures for determining sample frequency require
the specification of the serial correlation, f, and the measurement error, s , for the chemical under
investigation. The procedures described in Section 5.3 may be used to obtain rough estimates of the sevia
correlation. Denote these estimatesby f.An example of caculating samplefrequency is presented in Box
9.3.

Box 9.1
Steps for Determining Sample Frequency for Testing the Mean

(1) Determine the estimates of ¢ and ¢ which describe the data. Denote
these estimates by & and 8.

(2)  Estimate the ratio of the annual overhead cost of maintaining
sampling operations at the site to the unit cost of collecting, process-
ing, and analyzing one ground water sample. Call this ratio $g.

3) Based on the values of $g and $, use Appendix Table A.4 to deter-
mine the approximate number, np, of samples to collect per year or
seasonal period. The value np may be modified based on site-
specific considerations, as discussed in the text.

(4)  The sampling frequency (i.c., the number of samples to be taken per
year) is np or 4, whichever is larger. Denote this sampling fre-
quency as n. Note that, under this rule, at least four samples per
year per sampling well will be collected.

The stepsfor determining samplefrequency when testing aproportion are provided in Box
9.2 and are discussed in Section 8.2 in more detall.
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Box 9.2
Steps for Determining Sample Frequency for Testing a Proportion

1) Compute the estimates of ¢ and ¢ which describe the measurements
(not the coded values). Denote this estimates by 8 and ¢'p.

Letd = g'-%, (6 is the estimated correlation between the coded
observations, the constant 2.5 was determined from simulations).

2) Estimate the ratio of the annual overhead cost of maintaining
sampling operations at the site to the unit cost of collecting, process-
ing, and analyzing one ground water sample. Call this ratio $g.

3) Based on the values of $g and $, use Appendix Table A.4 to deter-
mine the approximate number, np, of samples to collect per year or
scasonal period. The value np may be modified based on site-
specific considerations, as discussed in the text.

(490  The sampling frequency (i.c., the number of samples to be taken per
year) is np or 4, whichever is larger. Denote this sampling fre-
quency as n. Note that, under this rule, at least four samples per
year per sampling well will be collected.

Box 9.3
Example of Sample Frequency Calculations

In Box 8.2, an example of determining the sample frequency is provided for
a fixed sample size test. The determination of the number of samples to be
taken per year is required for se%uential sampling also. In that example, it
was found that np = 9, so that 9 samples per year (practically speaking,
once every 1.5 months) should be collected. This is all that is needed for
sequential sampling. Samples will then be collected until a decision can be
made. Note that in Box 8.2, a further calculation was done (computing mg)
to determine the number of years for which data are to be collected for the
fixed sample size approach. After this period of time (eight years in the
example) a statistical test would be made to determine whether the ground
water could be considered clean or not. On average, a sequential test will
require a shorter time period to reach a decision than a fixed sample size
test, but this is not guaranteed.
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9.2 Sequential Proceduresfor Sample Collection and Data Handling

The samples are assumed to be collected using asystemeatic sample as discussed in Chapter

The sample collection and andyss procedures require the following limitations on the
quantity and frequency of data collected:

. To provide the minima amount of data required for the datistical tedts, at least
three years of datamust be collected before any statitical test can be performed.

. It is strongly recommended that at least four samples be collected in each period
or year to capture any seasond differences or variation within ayear or period.

. The statigtical tests are performed only on data representing a complete year of
data collection. Thus, the first gtatistical test would be performed after three full
years of data collection, and the second after four full years of data collection, etc.

. If the proportion of contaminated samplesisrequired to be below aspecified value
of Py, collect at least anumber of samplesN’ such that N'* P,$4 before doing the
fird sequential test.

Handling of outliers and measurements below the detection limit is discussed in Section
2.3.7.

9.3 Assessing Attainment of the Mean Using Y early Averages

As noted in Chapter 8, the gpproach of using yearly averages substantialy reduces the
effects of any serid correation in the measurements. For the procedures discussed in this section, the
variance of the observed yearly averages is used to estimate the variance of the overal average
concentration. Wells can be tested individualy or agroup of wells can be tested jointly. Inthe latter case,
the datafor theindividua wellsat each point in time are used to produce a summary measure for the group
as awhole. This may be an average, a maximum, or some other measure for al data values collected at

aparticular point in time (see Sections 2.3.5). These summary measures will be averaged over the yearly

period.
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Two calculation procedures for assessing attainment are described in this section. Both
procedures use the yearly average concentrations. The firgt is based on the assumption that the yearly
averages can be described by a symmetric norma distribution. The second procedure uses the log
transformed yearly averages and isbased on the assumption that the distribution of the yearly averages can
be described by a (skewed) lognorma distribution. Because the second procedure performs well even
when the data have a symmetric distribution, the second method isrecommended in most Stuations. Only
when there are missing data values which are not evenly distributed throughout the year and thereisdso
an apparent seasond pattern in the datais the first procedure recommended.

The cdculations and procedures when using the untransformed yearly averages are
described below and summarized in Box 9.4. This procedure is gppropriate in most Stuations but is not
preferred, particularly if the data are highly skewed. The calculations can be used (with some minor loss
inefficiency) if some observationsaremissing. If the proportion of missing observationsvaries condderably
from season to season and there are differencesin the average measurements among seasons, consultation
with a gatigtician is recommended. If the data are highly skewed, the procedures described in Box 9.12
which use the log transformed yearly averages are recommended unless the data exhibit both a seasond
pattern and missing observations.

Usethe formulas in Box 9.5 for cdculating the yearly averages for the m years of data
collected so far. If there are missing observations within a year, average the non-missing observations.
Cdculate the mean and variance of the yearly averages using the equations in Box 9.6. The variance will
have degrees of freedom equa to m-1, one less than the number of years over which the data was
collected.

If there are no missing observations, the mean of the yearly averages, fm, X, will be
compared to the cleanup standard for ng attainment. If however, there are missing observations, the
mean of the yearly averages may provide abiased estimate of the average concentration during the sample
period. This will be true if the missng observations occur mogtly at times when the concentrations are
generdly higher or lower than the ,mean concentration. To correct for this bias, the mean of the seasond
averageswill be compared to the cleanup standard when there are missing observations. Box 9.7 provides

equations for calculating the seasona averages and X.,,., the mean of the seasonal averages.
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Using & to designate the mean value which is to be compared to the cleanup standard, set & = X, if there
are no missing observations, otherwise set & = X.,¢

Box 9.4
Steps for Assessing Attainment Using Yearly Averages

(1)  Calculate the yearly averages for the m years of data collected so far
(see Box 9.5)

(2)  Calculate the mean, Xm, and variance, s?-‘, of the yearly averages
(see Box 9.6)

(3)  If there are no missing observations, set
X =Xm .1
Otherwise, if there are missing observations calculate the seasonal

averages and the mean of the seasonal averages, Xms, (Box 9.7)
and set

X =Xms 9.2)
where X is the mean to be compared to the cleanup standard.
(49)  Calculate the t and d for the likelihood ratio. (Box 9.8)
) Calculate the likelihood ratio for the statistical test. (Box 9.9)

(6) Decide whether the ground water attains the cleanup standards
(Box 9.10).

(7)  If more data are required, collect an additional years samples and
repeat the procedures in this Box.
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Box 9.5
Calculation of the Yearly Averages

Let x;x = the measurements from an individual well or a combined measure
from a group of wells obtained for testing whether the mean attains the
cleanup standard; x;x represents the concentration for season j (the jth
sample goﬂecuon nme out of n) in year k (where data has been collected for
m years

The yearly average is the average of all of the observations taken within the
year. If the results for one or more sample times within a year are missing,
calculate the average of the non-missing observations. If there are ny (ng <
n) non-missing observations in year k, the yearly average, %,, is:

Xk == 2 Xjk- (9.3)

where the summation is over all non-missing observations within the year.
Calculate the yearly average for all m years.

Box 9.6
Calculation of the Mean and Variance of the Yearly Averages

The mean of the m yearly averages, Xp, is:
-X—nm = - 2 Xk (9.4)

where X, is the yearly average for year k.

The variance of the yearly averages, s’z-i, can be calculated using either of the
two equivalent formulas below:

m m
Z g - ‘,lﬁ(ﬁ ik} Z(Xk = fm)z
k1 k=l e

% (m-1) - (m-1)

(9.5)

This variance estimate has m-1 degrees of freedom.
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Box 9.7
Calculation of Seasonal Averages and the Mean of the Seasonal Averages

For the n sample collection times within the year, thc jth seasonal average is
the average of all the measurements taken at the jth collection time. Note
that if there is a missing observation at one collection time, the measurement
from the jth sample collection time may be different than the jth sequential
measurement within the year.

For all collection times j, from 1 to n, within each ycar, calculate the
seasonal average, X;. The number of observations at the j th collection time
is mj <m. If there are missing observations, sum over the mj non-missing

observations.

;= ——J E’lx’k 9.6)
The mean of n seasonal averages is:

Rms =2 }:: ©.7)

The total number of observations is:

N = 2 m; 9.8)
j=1

Using the mean &, and the standard deviation of the mean calculated from the yearly
averages, s, caculatet and d using equations (9.9) and (9.10) in Box 9.8. Thesevaluesare used in the
cdculationof thelikelihood ratio. The standard deviation isthe square root of the variance calculated from
equation (9.5). Thet-datitic used hereisdightly different from that used in the Sandard t-test. Use of this
definition of t makes cdculation of the likelihood retio easer.

Useequation (9. 11) inBox 9.9 to caculatethelikelihood retio for the sequentid test. This
equation provides agood approximation to the actud likelihood ratio which isdifficult to calculate exactly.
For references and more details about this approximation, see Appendix F.
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Box 9.8
Calculation of t and 8 When Using the Untransformed Yearly Averages
te ———— 9.9
2
it 8
m
5= B -Cs (9.10)

2
\/ix_
m

where X is the mean level of contamination, and sx is the square root of the
variance of the yearly means. The degrees of freedom associated with sy is
m-1

Box 9.9
Calculation of the Likelihood Ratio for the Sequential Test

The likelihood ratio is:

m-2 m j
LR =exp (5 ¢ Y] 9.11)

where m is the number of years of data collected so far and t and  are
calculated from the m years of data.

Finaly, thelikdihood rétio, a, and 3are used to decideif the average concentrationisless
than the cleanup standard. If the averageis|essthan the cleanup standard and if the concentrations are not
increasing over time (see Section 9.7), conclude that the tested ground water attains the cleanup standard.
If the ground water from al wells or groups of wells atains the cleanup sandard then conclude that the
ground water at the site attains the cleanup standard. If the average concentration is not less than the
ceanup standard or if the concentrations are increasing over time, conclude that the ground water in the
well does not attain the cleanup standard. The steps in deciding attainment of the cleanup standard are
shown in Box 9.10.
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Box 9.10
Deciding if the Tested Ground Water Attains the Cleanup Standard
Calculate:
=—-P-— and B=-(—1:@ (9.12)
(1-o) o

If LR < A, conclude that the ground water in the wells does pot attain the
cleanup standard.

If LR > B, conclude that the average ground water concentration in the well
(or group of wells) is less than the cleanup standard. Perform a trend test
using the regression techniques described in Chapter 6 to determine if there
is a statistically significant increasing trend in the yearly averages over the
sampling period (also see Section 9.7).

If there is not a statistically significant increasing trend, conclude that the
ground water attains the cleanup standard (and possibly initiate a follow-up
monitoring program). If a significant trend does exist, conclude that the
ground water in the wells does not attain the cleanup standard and resume
sampling or reconsider treatment effectiveness.

If A <LR < B then collect an additional years worth of data before perform-
ing the hypothesis test again.
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Box 9.11
Example Attainment Decision Based on a Sequential Test

In this example we will use the arsenic measurements appearing in Table
8.1. Suppose we wish to compare the cleanup standard (Cs = 6) with a
targeted cleanup average (1) of 5.72 (i, is the value for which the false

negative rate B is to be controlled). Box 8.21 indicates the four yearly
means Xy and the overall average X, = 5.914. Using equation (9.5), the

value of sg = .0706 for m = 4. Thus,

5 CS+1 5914_6-e~572

= 406 and
0706
.\, Sg \J
5= uy - Cs - 5.72-6 =.2.108

\/ ,\/ .0706
LRnexp 8—-:-\/m_ }aex 2.108 406\/4_l 062 )-0618

With o =.1 and = .1, then A =.111, B = 9.0. Since 0.618 is neither
less than A or greater than B, we have insufficient data to conclude that the
cleanup standard has been either attained or not attained. Thus, more data
must be gathered.

Suppose data continue to be collected for seven more years without a

decision being reached. At that time, the overall average Xy = 5.77 and s;zz
=.1024 for m = 11. Thus,

6+5.72

5.77 -
{= 2 L .933and §=-—212-6 _ Hom

’.1024 , .1024
11 11

11-2
LR=exp(2902 (- 933)Vll l+9332)=9'29

Since LR =9.38 > 9.0, we conclude that the mean ground water concentra-
tions are less than the cleanup standard.
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Whenthe dataare noticeably skewed, the ca culation procedures using thelog transformed
yearly averages (Box 9.12) are recommended over thosein Box 9.4. Becausethe proceduresin Box 9.12
adso perform well when the data have a symmetric distribution, these procedures are generaly
recommended in al cases where there are no missing data. There is no easy adjustment for missing data
when using the log transformed yearly averages. Therefore, if the number of observations per season
(month etc.) is not the same for al seasons and if there is any seasond pattern in the data, use of the

proceduresin Box 9.4 is recommended.

The caculations procedure when using the log transformed yearly averages is described
below and summarized in Box 9.12. The caculaions are dightly more difficult than when using the
untransformed yearly averages. After caculating the yearly averages, take the natura log is used to
transform the data. The transformed averages are then used in the subsequent analysis. The upper
confidence interva for the mean concentration is based on the mean and variance of the log transformed
yearly averages. The formulas are based on the assumption that the yearly averages have alog normal
digtribution.

Box 9.12
Steps for Assessing Attainment Using the Log Transformed Yearly
Averages

(1)  Calculate the yearly averages (see Box 9.5)
(2)  Calculate the natural log of the yearly averages (see Box 9.13)

(3)  Calculate the mean, yp,, and variance, s%, of the log transformed

yearly averages (see Box 9.14) y
(49  Calculate the t and d for the likelihood ratio. (Box 9.15)
(5) Calculate the likelihood ratio (Box 9.9)

(6) Decide whether the ground water attains the cleanup standards
(Box 9.10).

(7)  If more data are required, collect an additional years samples and
repeat the procedures in this Box.
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Use the formulas in Box 9.5 for caculating the yearly averages. If there are missng
observations within a year, average the non-missing observations. Caculate the log transformed yearly
averages using equation (9.13) in Box 9.13. The natura log transformation isavailable on many calculators
and computers, usualy designated as “LN”, “In”, or “log..” Although the equations could be changed to
use the base 10 logarithms, use only the base e logarithms when using the equationsin Boxes 9.13 through
9.15. Cdculate the mean and variance of the log transformed yearly averages using the equationsin Box
9.14. The variancewill have degrees of freedom equd to onelessthan the number of years over which the
data was collected.

Box 9.13
Calculation of the Natural Logs of the Yearly Averages

The natural log of the yearly average is:

yx =In(%y) 9.13)
Box 9.14
Calculation of the Mean and Variance of the Natural Logs of the Yearly
Averages

The average of the m log transformed yearly averages, ym:

- 1 m
Jm =@ I Y 9.14)

The variance of the log transformed yearly averages, s%:

i 2 _ 1(< & \2
ZVx = m Ziyk Sy - 9)
s§ - = k=t 9.15)

(m-1) (m-1)

This variance estimate has m-1 degrees of freedom.
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Usng the mean §,,, and the variance of the mean caculated from the log transformed
yearly averages, s2, caculatet and d using equations (9.16) and (9.17) in Box 9.15. These values are

used in the calculation of the likdihood rétio.

Box 9.15
Calculation of t and & When Using the Log Transformed Yearly Averages

o 4 53 ICoInG;)

t= T 2 2 (9.16)
2 4
s . SY
m 2Df
5= In(l1) - In(Cs) ©9.17)
2 4
5,5
m 2 Df

where the degrees of freedom (Df) associated with s; ism-1

Use equation (9.11) in Box 9.9 to caculate the likelihood ratio for the sequentia test.
Fndly, thelikeihood ratio, a, and 3 are used to decideif the average concentration islessthan the cleanup
gandard. If the average is less than the cleanup standard and if the concentrations are not increasing over
time, conclude that the tested ground water attainsthe cleanup standard. If the ground water from al wells
or groups of wells attains the cleanup standard then conclude that the ground water at the Site attains the
cleanup standard. If the average concentration is not lessthan the cleanup standard or if the concentrations
are increasing over time, conclude that the ground weter in the well does not attain the cleanup standard.

The stepsin deciding attainment of the cleanup standard are shown in Box 9.10.
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94 Assessing Attainment of the M ean After Adjusting for Seasonal Variation

This section provides an aternative procedure for testing if the mean concentration isless
than the cleanup standard. It is expected to provide more accurate results when there are many samples
per year and the dataisboth seridly correlated and the distribution of the dataisnot skewed. Becausethis
procedure issenstiveto skewnessin the data, it isrecommended only if the distribution of the measurement

erorsisreasonably symmetric.

After the data have been collected using the guiddlines indicated in Chapter 4, wells can
be tested individudly or agroup of wells can be tested jointly. In the latter case, the datafor theindividua
wells at each point in time are used to produce asummary messurefor the group asawhole. Thissummary
measure may be an average, maximum, or some other measure (see Chapter 2). These summary measures
will be averaged over the entire sampling period. The stepsinvolved for incorporating seasond adjustments
and serid corrdationsinto the calculations associated with the Satistical tests are discussed.

The calculations and procedures for assessing the mean after adjusting for seasona
variation are described below and summarized in Box 9.16. An example is provided in Box 9.2 1. The
cdculations can be used (with some minor lossin efficiency) if some observationsaremissing. With alarge
proportion of missng observationsin any season, consultation with a statistician is recommended. If the
data are obvioudy skewed, the procedures described in Box 9.12 which use the log transformed yearly

averages are recommended.

Use the formulas in Box 9.7 for caculating the seasond averages and the mean of the
seasonal averages. If there are missing observationswithin aseason, average the non-missing observations.
Cdculate the resduds, the deviations of the measurements from the respective seasonad means, using
equation (9.18) in Box 9.17. Box 9.18 shows how to calculate the variance of the resduas. The variance
will have degrees of freedom equd to the number of measurements less the number of seasons.
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Box 9.16
Steps for Assessing Attainment Using the Mean After Adjusted for Seasonal
Variation

1) Calculate the seasonal averages and the mean of the seasonal
averages, Xms, (Box 9.7)

2) Calculate the residuals, the differences between the observations and
the corresponding seasonal averages (Box 9.17)

3) Calculate the variance, s2, of the residuals (see Box 9.18)

(4)  Calculate the lag 1 serial correlation of the residuals using equation
;\9.20) in Box 9.19. Denote the computed serial correlation by

dobs-

(5)  Calculate the t statistic based on the mean, Xms, the standard devia-
tion s, and ¢qps. (Box 9.20)

(6) Calculate the likelihood ratio (Box 9.21)

¢)) Decide whether the ground water attains the cleanup standards
(Box 9.10).

Box 9.17
Calculation of the Residuals

From each sample observation, subtract the corresponding seasonal mean.
That is, compute the , e;, the deviation from the seasonal mean:

ejk = xjk - ij. (9.18)

Using the mean of the seasonal averages and the variance of the residuds, <, calculatet
and d using equations (9.21) and (9.22) in Box 9.20. These values are used in the calculation of the
likelihood retio.
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Box 9.18
Calculation of the Variance of the Residuals

Calculate the variance of the observations ¢; reflecting adjustments for
possible seasonal differences using the equation in Box 8.12.

§2 = Cik 9.19
"N 5 ©19
Alternatively, the ANOVA approach described in Appendix D can be used
to compute the required variance.
Box 9.19
Calculating the Serial Correlation from the Residuals After Removing
Seasonal Averages

The sample estimate of the serial correlation of the residuals is:

N
Y eici

Bobs = ':fr__ (8.18)

Zc

i=] i

Where ¢;,i = 1, 2, ...,N are theresiduals after removing seasonal averages,
in the time order in which the samples were collected.
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Box 9.20
Calculation of t and 8 When Using the Mean Corrected for Seasonal
Variation
= Cs+
Tms - =51
t= (9.20)
s2 1+8obs
N 1-8obs
5= —K1-Cs (9.21)
s2 1+00pc
N 1-6ops
where Xmg is the mean level of contamination computed from equation
(9.7), and s2 is the variance of the observations computed from equation
(9.16). The degrees of freedom, Df, associated with these estimates is
Df = 8,

Usetheformulain Box 9.21 to caculate thelikelihood ratio for the sequentid test. Although
thisformulafor caculating thelikelihood ratio looks different than when using the yearly averages (see Box
9.9), the two formulas are equivaen.

Box 9.21
Calculation of the Likelihood Ratio for the Sequential Test When Adjusting
for Serial Correlation
The likelihood ratio is:
Df-1 Df+1
LR =exp (8 it Y] ) (9.22)
where Df is the degrees of freedom for s2.
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Box 9.22
Example Calculation of Sequential Test Statistics after Adjustments for
Seasonal Effects and Serial Correlation

In Box 8.21, a test was performed for a fixed sample size after adjusting for
seasonal effects and seasonal correlation. We will use the same data (from
Table 8.1) to conduct the corresponding sequential test after four years of

data collection. From Box 8.21 we have % = 5.914, s? = .163, §¢ps = -37,
cs =6.0,m =4, and N = 16. We will stipulate that = .1, f = .1, and p

= 5.72. Thus,
Tms - pEl 59148372
t= = = WO.SSI
\/—N— ﬂﬂ“‘ibs “i6 137
and Df=Rm-14.,

Df-1 Df+1 - 41 441
LR = exp (5 D+l t‘\j ——Dfﬂz ) exp (-2.858 ) 0.551 __4+0. 5512 ) = 347

With o =.1 and B = .1, then A = .111, B = 9.0. Since 0.746 is neither
less than A or greater than B, we have insufficient data to conclude that the
cleanup standard has been either attained or not attained. Thus, more data
must be gathered.

9.5 Sequential Testsfor Proportions

In generd, sequentia procedures for testing proportions require that more samples be collected before
darting thefirst test of hypothes sthan when testing the mean. If the parameter to be tested isthe proportion
of contaminated samples from either one wdl or an array of wdls, the sample collection and analyss
procedures are the same as those outlined above for testing the mean, with the following changes.
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. To apply this test, each ground water sample measurement is either coded * 1”
(the actua measurement was equd to or above the cleanup standard Cs), or “0”
(below Cs). The gatigtica andlysisis based on the resulting coded variableof O's
andl's.

. Only the andlys's procedure which used yearly averages is appropriate for the
caculations (Box 9.4). Do not use ether of the caculation procedures in Boxes
9.12 or 9.16.

. A totd of at least Piosampleﬁ should be collected before using the datitica

proceduresto determine, on ayearly basis, whether sampling can be stopped and
adecison can be made.

9.6 A Further Note on Sequential Testing

It should be noted that sequential testing, as discussed in this chapter, hasasmall chance
of continuing for avery long time if the data gathered provide insufficient evidence for making a clear-cut
determination. A stopping rule, such asthe following can beimplemented to handle such cases: determine
the sample size necessary for afixed sample test for the specified values of Cs, 1, a, and b (data collected
during the sampling for assessing attainment can be used to estimate the variance so the sample sSze can
be computed). Cdl this sample size my, . If the number of years of sample collection exceeds twice Myjyeq,
determinethe likdihood retio. If the likelihood ratio is less than 1.0, conclude that the ground water does
not atain the cleanup standard. If the likelihood retio is greater than 1.0 conclude that the mean
concentration is less than the cleanup standard and test if there is a significant positive dopein the data.t

9.7 Checking for Trendsin Contaminant L evels After Attainingthe Cleanup
Standard

Once afixed sample Sze datidtica test indicates that the cleanup standard for the site has
been met, there remains one find concern. The modd we have used assumes that ground water at the Ste
has reached a steady state and that there is no reasonto believe that contaminant levelswill riseabovethe
cleanup standard in the future. We need to check this assumption. Regresson models, as discussed in
Chapter 6, can be used

1 A likelihood ratio of one occurs when the sample mean is at the mid-point between the cleanup standard and the
mean for the alternate hypothesis.
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to do s0. By establishing asmple regresson mode with the contaminant measure asthe dependent varigble
and time asthe independent variable, atest of significance can be made asto whether or not the estimated
dope of the resulting linear modd is positive (see Section 6.1.3). Scatter plots of the datawill prove useful
in ng the model. When using the yearly averages, the regression can be performed without adjusting
for serid corrdation.

To minimizethe chance of incorrectly concluding thet the concentrations areincreasing over
time, we recommend that the dphaleve for testing the dope (and selecting the t statistic in Box 6.11) be
set at asmal value, such as 0.01 (one percent). If, on the basis of the test, there is not significant evidence
that the dopeis positive, then the evidence is consistent with the preliminary conclusion that the ground
water in the well(s) attains the cleanup standard. If the dopeis significantly greater than zero, then the
concern that contaminant levels may later exceed the cleanup standard il exists and the assumption of a
steady Sate is cdled into question. In this case, further consideration must be given to the reasonsfor this
gpparent increase and, perhaps, to additiona remediation efforts.

9.8 Summary

This chapter presented the proceduresfor ng attainment of the cleanup standard for
ground water measurements using a sequentia statistical test. For most statistical tests or procedures, the
andyss is performed after the entire sample has been collected and the laboratory results are complete.
However, in sequentid testing, the samples are anadlyzed asthey are collected. A satigticd andysisof the
data collected so far is used to determine whether another years worth of samples should be collected or
whether the analysis should terminate.

We presented three dternate procedures for assessng attainment using sequentia tests.
Two procedures use the yearly average concentrations, one assumes the yearly average has a normal
digribution, the other assumes a log normd digtribution. The third procedure uses the individua
observations and makes a correction for seasona patterns and seria correlations. In generd, the method
which assumes the yearly averages have alog norma ditribution is recommended.

These testing procedures can be gpplied to samples from either individua wells or wells
tested as a group. These procedures are used after the ground water has
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achieved steady dtate. If the ground water at the Siteisjudged to attain the cleanup standards because the
concentrations are not increasing and the long-term average is Sgnificantly lessthan the cleanup standard,

follow-up monitoring is recommended to check that the steady state assumption holds.
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APPENDIX A: STATISTICAL TABLES

TableA.1 Tables of t for salected apha and degrees of freedom

Use dpha to determine which column to use based on the desired parameter, t, , pf, OF ty_ o0 pr. Use the
degrees of freedom to determine which row to use. Thet valuewill befound &t the intersection of the row
and column. For vaues of degrees of freedom not in the table, interpol ate between those va ues provided.

When determining t,_, . for a specified as:

25 .10 .05 0.25 01 .005 0025 001
When determining t,_,, o for a specified as:
50 20 10 05 02 01 005 002
Df

1 1000 3078 6314 12.706 31821 63.657 127321 318.309

2 0816 1886 2920 4.303 6.965 9.925 14.089 22.237

3 0765 1638 2353 3182 4541 5.841 7.453 10.215
Degrees of 4 0741 1533 2132 2776 3.747 4.604 5.598 7.173
Freedom 5 0727 1476 2015 2571 3.365 4.032 4773 5.893
Df 6 0718 1440 1943 2447 3143 3.707 4317 5.208
7 0711 1415 18% 2.365 2.998 3499 4.029 4.785
8 0706 1397 1860 2.306 2.896 3.355 3.833 4501
9 0703 1383 1833 2.262 2821 3.250 3.690 4.297
10 0700 1372 1812 2.228 2.764 3.169 3581 4.144
1 0697 1363 17% 2201 2718 3.106 3497 4.025
12 0695 1356 1782 2179 2681 3.055 3428 3.930
13 0694 1350 1771 2.160 2650 3012 3372 3852
14 0692 1345 1761 2145 2624 2977 3.326 3.787
15 0691 1341 1753 2131 2,602 2.947 3.286 3.733
16 0690 1337 1746 2120 2.583 2921 3.252 3.686
17 0689 1333 1740 2110 2.567 2.898 3222 3.646
18 0688 1330 1734 2101 2552 2.878 3.197 3610
19 0688 1328 1729 2.093 2539 2.861 3.174 3579
20 0687 135 1725 2.086 2528 2845 3153 3.552
21 0686 1323 1721 2.080 2518 2831 3135 3527
2 0686 1321 1717 2074 2508 2819 3119 3505
23 0685 1319 1714 2.069 2.500 2.807 3.104 3485
24 0685 1318 1711 2.064 2492 2.797 3.001 3467
25 0684 1316 1708 2.060 2485 2.787 3.078 3450
26 0684 1315 1706 2.056 2479 2779 3.067 3435
27 0684 1314 1703 2.052 2473 2771 3.057 3421
28 0683 1313 1701 2048 2467 2.763 3047 3408
29 0683 1311 169 2045 2462 2.756 3.038 3.39%6
30 0683 1310 1697 2,042 2457 2.750 3.030 3.385
40 0681 1303 1684 2021 2423 2.704 2971 3.307
60 0679 129 1671 2.000 2.390 2.660 2915 3.232
120 0677 1289 1658 1.980 2.358 2.617 2.860 3.160
400 0675 1284 1649 1.966 2.336 2.588 2.823 3111
infinite 0674 1282 1645 1.960 2.326 2576 2.807 3.090
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APPENDIX A: STATISTICAL TABLES

TableA.2 Tables of z for sdlected dpha

Use dphato determine which columnto read. Usethe desired parameter, z,_, or z;_,», to determinewhich
row to use. Read the z v ue a the intersection of the row and column,

a 24 Zape
.25 0.674 1.150
.20 .842 1.282
.10 1.282 1.654
.05 1.645 1.960

.025 1.960 2.326
.01 2.326 2.576
.005 2.576 2.807
.0025 2.807 3.090
.001 3.090 3.29
A-2
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APPENDIX A: STATISTICAL TABLES

TableA.3 Tables of k for selected dpha, Py, and sample Sze for use in atolerance interva test
Use dphato determine which table to read. The vauek isfound at the intersection of the column with the

specified P, and the row with the sample sizen. Whentesting toleranceintervas, let T =& + ks. If T isless
than the cleanup standard, the sample area attains the cleanup standard based on the statistical test.

Alpha = 0.10 (i.e, 10%)

n P,
0.25 0.01 0.05 0.01
2 5.842 10.253 13.090 18.500
3 2.603 4.258 5311 7.340
4 1972 3.188 3.957 5.438
5 1.698 2.742 3.400 4.666
6 1.540 2494 3.092 4.243
7 1435 2333 2.894 3972
8 1.360 2219 2.754 3.783
9 1.302 2133 2.650 3.641
10 1257 2.066 2.568 3.532
11 1.219 2011 2.503 3.443
12 1.188 1.966 2448 3.371
13 1.162 1.928 2402 3.309
14 1.139 1.895 2.363 3.257
15 1.119 1.867 2.329 3212
16 1101 1.842 2.299 3.172
17 1.085 1.819 2.272 3.137
18 1071 1.800 2.249 3.105
19 1.058 1.782 2.227 3.077
20 1.046 1.765 2.208 3.052
21 1.035 1.750 2.190 3.028
22 1.025 1.737 2174 3.007
23 1.016 1724 2.159 2.987
24 1.007 1712 2.145 2.969
25 1.000 1.702 2132 2.952
26 0.992 1.691 2120 2937
27 0.985 1.682 2.109 2922
28 0.979 1673 2.099 2.909
29 0.973 1.665 2.089 2.896
30 0.967 1.657 2.080 2.884
35 0.942 1.624 2.041 2.833
40 0.923 1.598 2.010 2.793
50 0.894 1.559 1.965 2.735
70 0.857 1511 1.909 2.662
100 0.825 1.470 1.861 2.601
200 0.779 1411 1.793 2514
500 0.740 1.362 1.736 2442
infinity 0.674 1.282 1.645 2.326
A-3
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TableA.3 Tables of k for selected apha, P, and sample size for use in atolerance interval test

(Continued)
Alpha = 0.05 (i.e., 5%)

n P,

0.25 0.01 0.05 0.01
2 11.763 20.581 26.260 37.094
3 3.806 6.155 7.656 10.553
4 2618 4.162 5.144 7.042
5 2150 3.407 4.203 5741
6 1.895 3.006 3.708 5.062
7 1732 2.755 3.399 4.642
8 1.618 2.582 3.187 4.354
9 1532 2454 3.031 4.143
10 1.465 2.355 2911 3.981
11 1411 2.275 2.815 3.852
12 1.366 2210 2.736 3.747
13 1.328 2.155 2671 3.659
14 1.296 2109 2614 3.585
15 1.268 2.068 2.566 3.520
16 1.243 2.033 2524 3464
17 1.220 2.002 2.486 3414
18 1.201 1.974 2453 3.370
19 1.183 1.949 2423 3.331
20 1.166 1.926 2.396 3.295
21 1152 1.905 2371 3.263
22 1.138 1.886 2.349 3.233
23 1.125 1.869 2.328 3.206
24 1114 1.853 2.309 3.181
25 1.103 1.838 2292 3.158
26 1.093 1.824 2.275 3.136
27 1.083 1.811 2.260 3.116
28 1.075 1.799 2.246 3.098
29 1.066 1.788 2232 3.080
30 1.058 1777 2.220 3.064
35 1.025 1.732 2.167 2.995
40 0.999 1.697 2.125 2941
50 0.960 1.646 2.065 2.862
70 0.911 1.581 1.990 2.765
100 0.870 1.527 1.927 2.684
200 0.809 1.450 1.837 2570
500 0.758 1.385 1.763 2475
infinity 0.674 1.282 1.645 2.326
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TableA.3 Tables of k for selected apha, P, and sample size for use in atolerance interval test

(Continued)
Alpha = 0.01 (i.e., 1%)

n P,

0.25 0.01 0.05 0.01
2 58.939 103.029 131.426 185.617
3 8.728 13.995 17.370 23.896
4 4.715 7.380 9.083 12.387
5 3454 5.362 6.578 8.939
6 2.848 4411 5.406 7.335
7 2491 3.859 4728 6.412
8 2.253 3.497 4.258 5.812
9 2.083 3.240 3.972 5.389
10 1.954 3.048 3.738 5.074
1 1.853 2.898 3.556 4.829
12 1771 2777 3410 4.633
13 1.703 2677 3.290 4472
14 1.645 2593 3.189 4.337
15 1.595 2521 3.102 4.222
16 1552 2459 3.028 4.123
17 1514 2405 2.963 4.037
18 1481 2.357 2.905 3.960
19 1.450 2314 2.854 3.892
20 1423 2.276 2.808 3.832
21 1.399 2241 2.766 3.777
22 1.376 2.209 2.729 3.727
23 1.355 2.180 2.694 3.681
24 1.336 2154 2.662 3.640
25 1.319 2129 2.663 3.601
26 1.303 2105 2.606 3.566
27 1.287 2.085 2.581 3533
28 1273 2.065 2.558 3.502
29 1.260 2.047 2.536 3473
30 1.247 2.030 2515 3.447
35 1.195 1.957 2430 3334
40 1154 1.902 2.364 3.249
50 1.094 1.821 2.269 3125
70 1.020 1.722 2.153 2974
100 0.957 1.639 2.056 2.850
200 0.868 1.524 1.923 2.679
500 0.794 1.430 1814 2.540
infinity 0.674 1.282 1.645 2.326
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TableA.4 Recommended number of samples per seasond period (1) to minimize total cost for

asessing attainment

Estimated Lag 1 seria correlation between monthly observations
005 01 015 02 03 04 05 06 07 08 09
1 8 7 6 5 4 4 4 4 4 4 4
2( 10 8 7 6 5 4 4 4 4 4 4
5/ 12 10 9 8 6 5 4 4 4 4 4
Cost ratio $; 100( 15 12 10 9 8 6 5 4 4 4 4
2| 18 15 13 11 9 8 6 5 4 4 4
Yearly cost 5( 23 20 17 15 13 10 9 7 6 4 4
Sample cost 100 30 24 22 19 16 13 1.1 9 7 5 4
20| 366 330 26 24 20 16 14 1 9 6 4
1000 61 52 46 40 3H4 28 23 19 15 1 7
20| 73 61 61 52 40 3B 30 24 19 14 8
5000 99 91 73 73 61 46 40 3R 25 19 11
10000 183 91 91 91 73 61 52 40 3R 23 14
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Table A5

Samples
per year or
seasonal
period

Variance factors F for determining sample size

APPENDIX A: STATISTICAL TABLES

0.05

Estimated Lag 1 seria correlation between monthly observations

0.1

0.15

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

QOWoo~NO O

1
11

13
14
15
16
17
18
19
20
21

23
24
25
26
28

REEBRKY

61
73
91
183

4.00

4.99

5.97

6.92

7.83

8.69

9.48
10.22
10.89
1151
12.07
12.57
13.03
13.44
1381
14.15
14.45
14.72
14.97
15.20
1541
15.59
15.76
16.06
16.32
16.53
16.71
16.87
17.13
17.40
17.59
17.79
17.95
18.08
18.27
18.31

3.99

4.96

5.89

6.74

7.53

8.23

8.85

9.40

9.88
10.30
10.67
11.00
11.28
11.53
11.75
11.95
12.12
12.27
1241
12.53
12.65
12.75
12.84
12.99
13.12
13.23
13.32
13.40
13.52
13.66
13.75
13.84
13.91
13.98
14.06
14.08
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3.97
4.90
5.75
6.50
7.15
7.71
8.19
8.60
8.95
9.24
9.50
9.72
9.90
10.07
10.21
10.33
10.44
10.54
10.62
10.70
10.77
10.83
10.88
10.98
11.05
1112
1117
1121
11.29
11.36
11.42
1147
1151
11.54
11.59
11.60

394
4.80
555
6.19
6.73
7.17
7.53
7.83
8.09
8.30
8.47
8.62
8.75
8.86
8.96
9.04
911
9.17
9.23
9.28
9.32
9.36
9.39
9.45
9.50
954
9.58
9.60
9.65
9.70
9.73
9.76
9.79
9.81
9.84
9.85

A-7

3.80
4.49
5.04
5.46
5.80
6.05
6.26
6.42
6.55
6.66
6.75
6.82
6.88
6.93
6.97
7.01
7.05
7.07
7.10
712
7.14
7.16
7.17
7.20
7.22
7.24
7.25
7.26
7.28
7.30
7.32
7.33
7.34
7.35
7.36
7.37

353
4.03
4.38
4.64
4.83
4.97
5.08
5.16
5.23
5.28
5.32
5.35
5.38
541
543
5.45
5.46
5.47
5.49
5.50
5.50
551
552
5.53
554
5.55
5.56
5.56
5.57
5.58
5.58
5.59
5.60
5.60
5.60
5.61

313
3.44
3.64
3.78
3.88
3.95
4.00
4.04
4.07
4.09
411
4.13
4.14
4.15
4.16
4.17
4.18
4.18
4.19
4.19
4.20
4.20
4.20
421
421
4.22
4.22
4.22
4.22
4.23
4.23
4.23
4.24
4.24
4.24
4.24

261
277
2.87
2.93
297
3.00
3.03
3.04
3.06
3.07
3.07
3.08
3.09
3.09
3.09
3.10
3.10
3.10
3.10
311
311
311
311
311
311
312
3.12
3.12
312
312
3.12
3.12
312
312
313
313

1.99
2.05
2.09
211
213
214
215
2.15
2.16
2.16
2.16
217
217
217
2.17
217
217
217
2.18
2.18
218
2.18
2.18
2.18
218
2.18
2.18
2.18
218
2.18
2.18
2.18
218
2.18
2.18
218

131
133
134
135
135
135
1.36
1.36
1.36
1.36
1.36
1.36
1.36
1.36
1.36
1.36
1.36
1.36
1.36
1.36
1.36
1.36
1.36
1.36
1.36
1.36
1.36
1.36
1.36
1.36
137
137
137
137
137
137

0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64
0.64



DRAFT 3

Word-searchable version — Not a true copy A-8



APPENDIX B: EXAMPLE WORKSHEETS

The worksheets in this appendix have been completed to serve as an example in
understanding the forms and making the necessary caculations.

Please note that to maintain adequiate precision in doing the computations gppearing inthe
worksheets, (particularly in the calcul ations of estimated variances, Slandard deviations, or standard errors),
the number of decimal places retained should be as high as possible, with a minimum of four.

A Scenario

To help understand how to use the worksheets provided, a scenario has been constructed
with associated data concerning asite for which acleanup effort has been undertaken. In order that undue
time is not spent on data manipulation and data entry, parameters were set in such away that the number
of years for which data needed to be collected in the example was kept artificidly low. For example, in
Worksheet 3, a and b were set higher than will generdly be the case in practice while |y, and S wereset
relatively low. As aconsequence, the number of years required for afixed sample size test was limited to
three years, which is highly unlikely to be the case in practice.

The scenario involves a Superfund ste with atrestment well and 5 monitoring wells. Two
of the monitoring wells are close to the source of contamination and have been monitored individudly
(invalving Workshesets 2 through 7b). The remaining three wdlls are rdatively far from the source of
contamination and have been analyzed as a group (Worksheets 8 through 14b). Two chemicas were of
interest in monitoring for cleanup. The example worksheets have been provided for one of the two
chemicds for one of the two wells being monitored individualy and for the group of three wdls. For
illugtrative purpaoses, for the single well being examined, both afixed sampletest and asequentia test have
been carried out. However, in practice, a decison would be made before hand about which of the two
approaches would be used, and only that test would be employed. It is interesting to note that, for the
example data &, it turns out that the fixed sample size test indicates that the dte is clean while the
Sequential test indicates that more data are needed before a decison can be reached. On average, the
sequentiad test will yield aresult more quickly, but Since the parameterswere specified so asto require only
three years for the fixed sample tes, which is the minimum amount of time required
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APPENDIX B: EXAMPLE WORKSHEETS

for asequentid test, it is not atogether surprising that a decisioncould not be made viathe sequentid test.

Worksheets 15 and 16 have been filled out with dataindependent of thefivewe | example.
They were used smply to indicate how a serid corrdation could be estimated via the worksheets. The
number of observations on which the estimated serid corrdlation is based, twelve, is fewer than should
normally be used in practice.

The number of samples per year used in the example was six. Note that in Worksheet 3
the estimated serid correlation between monthly datawas .2, so that the correlation between observations
obtained between two-month periodswould be estimated to be .22=.04. Since .04 representsarather low
correlation between observations, data could be reasonably gathered on abimonthly schedulewithout great
concern about alack of independence between observations.

Worksheets 1R and 2R present the computation of regression coefficientsand related tests
of sgnificance usng the three sample means obtained during the three years of data collection for the test
of the single wdll to serve asthe three data observations from which alinear modd wasto be constructed.
Since the fixed sample test indicated that the cleanup effort was successful, it is desirable to examine the
trend of the data over time to make sure that there is no evidence that the cleanup standard could be
exceeded in the future. This could be indicated by evidence of a Satigtically sgnificant postive dope for
the sample data (in this case, the three yearly averages). Three observations is a rather small sample on
which to base such decisions, but again the chief purpose of these example worksheetsisillugtrative. The
reader can more quickly determine how the regresson estimates were computed using asmal dataset. In
practice, it isquite likely that the number of years worth of dataresulting in adecison that the Steisclean
will exceed three by severd years.
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TableB-1 Summary of Notation Used in Appendix B

Symbol

Definition

m

index i
index k
index |
index ¢

index w

Xik

Cs
Df

The number of years for which data were collected (usudly the andysis will be
performed with full years worth of data)

The number of sample measurements per year (for monthly data, n = 12; for
quarterly data, n = 4). Thisis a0 referred to as the number of “seasons’ per
year

The tota number of sample measurements (if there are no missing observation, N
=mn)

Indicates the order in which the ground-water samples are collected
Indicates the year in which the ground-water samples are collected

Indicates the season or time within the year a which the ground-water samples
are collected

Indicates the chemical andyzed
Indicates the well sampled
Contaminant measurement for the ith ground-water sample

An dternaive way of denoting a contaminant measurement, wherek =1, 2, ...,
m denotes the year; and j = 1, 2, ..., n denotes the sampling period (season)
within the year. The subscript for ¥, is related to the subscript for x in the
following manner: i = (k-1)nj.

The mean (or average) of the contaminant measurements for year k (see Boxes
8.5and 9.4)

The mean of the yearly averagesfor yearsk =1 tom.

The standard deviation of the yearly average contaminant concentrations form m
years of sample collection (see Boxes 8.7 and 9.6)

The standard error of the mean of the yearly means (see Boxes 8.9 and 9.8)

The designated clean up standard

The degrees of freedom associated with the standard error of an estimate (see
Boxes 8.7 and 9.6)

The digtance of the monitoring well from the trestment well.

B-3
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APPENDIX B: EXAMPLE WORKSHEETS
WORKSHEET 1 Sampling Wells

See Section 3.2 in "Methods for Evaluating the Attainment of Cleanup Standards”, Volume 2

SITE:  Site ABC
Sample
Well
Number Describe each sampling well to be used to assess attainment
w

1 | monitoring well dq feet northeast of treatment well

2 | monitoring well dp feet west of treatment well

3 | monitoring well d3 feet north of treatment well

4 | monitoring well d4 feet southwest of treatment well

5__| monitoring well ds feet southeast of treatment well

wells 1 and 2 will be assessed individually

wells 3, 4, and 5 will be assessed as a group

Decision Criteria: Wells assessed (Checked one) Individually B Asa Group [N

Use the Sampling Well Number (w) to refer on subsequent sheets to the sampling wells described
above.

Attach a map showing the sampling wells within the waste site.

Date Completed: EXAMPLE == Completedby __EXAMPLE
Use additional sheets if necessary. Page of

Continue to WORKSHEET 2 if wells are assessed individually.
Continue to WORKSHEET 8 if wells are assessed as a group.

- B-4
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WORKSHEET 2 Attainment Objectives for Assessing Individual Wells
See Chapter 3 in "Methods for Evaluating the Attainment of Cleanup Standards”, Volume 2

SITE: Site ABC

Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.

(for purposes of illustration, both methods will be used)
Sample Design (Check one): Fixed Sample Size ] Sequential Sampling ]

Probability of mistakenly declaring the well(s) clean = o = 1

Probability of mistakenly declaring the well(s) contaminated = = 2
. ter:

If Mean, Critical

Enter: proportion for
Cleanup  Parameter alternate alternate/null

Chemical Chemical Standard totest: hypothesis  hypothesis
Number Name (with units) Check one mean null alternate
c Cs Ky Py P,
Mean Bl
1 Hazardous #1 100 %tle O | 45
Mean G
2 Hazardous #2 60 %ile | 59
Mean 4
%tile I
Mean [
%tile CJ

Sample Collection Procedures to be used (attach separate sheet if necessary):

Not specified for this example

Secondary Objectives/Other purposes for which the data is to be collected:

Use the Chemical Number (c) to refer on other sheets to the chemical described above.
Attach documentation describing the lab analysis procedure for each chemical.

Date Completed: _EXAMPLE Completed by EXAMPLE
Use additional sheets if necessary. Page of

Continue to WORKSHEET 3 if a fixed sample size test is used; or
Continue to WORKSHEET 4 if a sequential sample test is used.
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WORKSHEET 3 Sample Size When Usina a Fixed Sample S ze Test for Assessina I ndividual Wells
See Sections 8.2 in "Methods for Evaluating the Attainment of Cleanup Standards”, Volume 2

SITE: Site ABC
Numbers in square brackets [] refer to the Worksheet from which the information may be oblained.
From Table A.2,
Appendix A
Probability of mistakenly declaring the site clean 2] = = 1 BErae=| 1.282
Probability of mistakenly declaring the site contaminated 2] =B=] 2 |[Z18= 842
Number of samples per year=n=| 6 mb‘:'d f:lg‘;l:gg:%‘z)

Variance factor from Table A.5, Appendix A = Fl ={ 5.55
For testing the mean concentration

Chemical = Cleanup Standard Deviation
Number {2] Standard[2] 2] of yearly mean Calculate:
[ _Cs- - 82
c Cs Th G B= (_——-zl-a 213 my =gzg +2
1 100 75 23 138.53 2.69
2 60 30 6 199.50 2.03

For testing the proportion of contaminated wells or samples

Chemical  Cleanup Calculate: B
Number [2] Standard(2] 21 2] B= (ZI.B Py (1-P; mdﬂ-F-(—P—_l;—)i
c Cs Py P, +21.9 VPg (1-P) ;2 01

Column Maximum, (Maximum of my values ) =C = 2.69

Round C to next largest integer=Number of years of sample collection= m= 3 |

Total number of samples=nm=N=| 18
Date Completed: _EXAMPLE Completed by _ EXAMPLE
Use additional sheets if necessary. Page of

Continue to WORKSHEET 4

1 An estimate of ¢, the serial correlation, is necessary to determine the appropriate value of F. Worksheets 15 and
16 can be used to estimate ¢. ¢ = .2 was assumed for this example.
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WORKSHEET 4 Data Records and Calculations When Assessi ng Individual Wells; by Chemical, Well,
and Year

See Chapter 8 or 9 in "Methods for Evaluating the Attainment of Cleanup Standards", Vol. 2

SITE: Site ABC
NUMBER(c) AND DESCRIPTION {2]
CHEMICAL.: 1. Hazardous #1
NUMBER(W) AND DESCRIPTION [1]
WELL: #1. d ft. northeast of treatment well
NUMBER(K)
YEAR: 1988, K =1

Numbers in square brackets ﬁ refer to the Worksheet from which the information may be obtained.

Sample Design (Check one): Fixed Sample Size | Sequential Sampling |
For purposes of illustration, both methods are used.

Parameter to be tested [2] (Check one) = Mean Bl
%tile [
Number of samples per year [3] =n = 6
Number of samples with nonmissing data in year = ng = 6
Cleanup standard[2] = Cs= 100
Concentration used for observations below the detection limit = 10
"Season” Is A Greater Data for
Number: Sample Reported  Concentration than Cs? analysis
jwithin Sample  Collecion  Concen-  Corrected for 1=Yes Xjk = A if Mean J
this kth ID date/time tration  Detection Limit 0=No  Xjx =B if %tile
year A B
1 11 {Feb. 18, '88 88 88 88
2 21 |April 12,'88 | 123 123 123
3 31 June 16, '88 98 98 98
4 41 |Aug. 15, '88 78 78 78
5 51 |Oct. 12, '88 89 89 89
6 61 |Dec. 11, '88 65 65 65
Total of x;; for this year =C = 541
Mean of xjy for this kih year = I?_k =Xy = 90.17
Date Completed: _EXAMPLE Completed by __ EXAMPLE
Use additional sheets if necessary. Page 1 _of _3

Complete WORKSHEET 4 for other chemicals, years, and wells; otherwise,
Continue to WORKSHEET § if a fixed sample size test is used; or
Continue to WORKSHEET 7 if a sequential sample test is used.
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WORKSHEET 4 Data Records and Calculations When Assessi ng Individual Wells; by Chemical, Well,
and Year

See Chapter 8 or 9 in "Methods for Evaluating the Attainment of Cleanup Standards”, Vol. 2

SITE: Site ABC

NUMBER(C) AND DESCRIPTION [/
CHEMICAL: © 4| Hazardous #1

NUMBER(W) AND DESCRIPTION [1]
WELL: 1. d; ft. northeast of treatment well

, TOMRER 1989, K =2

Numbers in square brackets {] refer to the Worksheet from which the information may be obtained.

Sample Design (Check one): Fixed Sample Size | Sequential Sampling ]
For purposes of illustration, both methods are used.

Parameter to be tested [2] (Check one) = Mean &
%tile 1
Number of samples per year [3] =n = 6
Number of samples with nonmissing data in year = ng = 6
Cleanup standard(2] = Cs= 100
Concentration used for observations below the detection limit = 10
"Season" Is A Greater Data for
Number: Sample = Reported  Concentration than Cs? analysis
jwithin Sample  Collection Concen-  Corrected for 1=Yes  Xj =Aif Mean
this kth D date/time tration  Detection Limit 0=No  Xjy=Bif %tile
year A B
1 12  |Feb. 15, '89 89 89 89
2 22 |April 17,'89 72 72 72
3 32 |June 14,'89 | 105 105 105
4 42 |Aug. 18, '89 77 77 77
S 52 }Oct. 15, '89 63 63 63
6 62 |Dec. 13, '89 92 92 92
Total of x;y for this year =C = 498
Mean of x;y for this kth year = HC;; =Xy = 83.00
Date Completed: EXAMPLE Completed by _EXAMPLE
Use additional sheets if necessary. Page 2 of 3

Complete WORKSHEET 4 for other chemicals, years, and wells; otherwise,
Continue to WORKSHEET 8§ if a fixed sample size test is used; or
Continue to WORKSHEET 7 if a sequential sample test is used.
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WORKSHEET 4 Data Records and Calculations When Assessi ng Individual Wells; by Chemical, Well,
and Year

See Chapter 8 or 9 in "Methods for Evaluating the Attainment of Cleanup Standards”, Vol. 2

SITE: Site ABC

NUMBER(C) AND DESCRIPTION [2]

CHEMICAL: 1. Hazardous #1

NUMBER(W) AND DESCRIPTION 1]
: 1. d; ft. northeast of treatment well
NUMBER(K)

YEAR: 1990, K = 3

Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.

Sample Design (Check one): Fixed Sample Size & Sequential Sampling &
For purposes of illustration, both methods are used.

Parameter to be tested [2] (Check one) = Mean B]
‘ %tile [
Number of samples per year [3]=n = 6
Number of samples with nonmissing data in year = ngx = 6
Cleanup standard{2] = Cs= 100
Concentration used for observations below the detection limit = 10
"Season" Is A Greater Data for
Number: Sample Reported  Concentration than Cs? analysis
j w1thm Sample  Collecion  Concen-  Corrected for 1=Yes X = A if Mean
this kth D date/time tration  Detection Limit 0=No Xjk = B if %tile
year A B
1 13 |Feb. 16, '90 71 71 71
2 23  |April 14, '90 62 - 62 62
3 33  |June 14, '90 88 88 88
4 43 jAug. 17,'90 43 43 43
S 53 |Oct. 15, '90 62 62 62
6 63 |Dec. 15, '90 73 73 73
Total of xj for this year =C = 399
Mean of xjy for this kih year = B% =Xy = 66.50
Date Completed: _EXAMPLE Completed by __ EXAMPLE
Use additional sheets if necessary. Page _3 of 3

Complete WORKSHEET 4 for other chemicals, years, and wells; otherwise,
Continue to WORKSHEET 5 if a fixed sample size test is used; or
Continue to WORKSHEET 7 if a sequential sample test is used.
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WORKSHEET 5 Data Calculations for a Fixed Sample Size Test When assessing Individual Wells; by
Chemical and Well

See Chapter 8 in "Methods for Evaluating the Attainment of Cleanup Standards”, Volume 2

SITE: Site ABC
NUMBER(C) AND DESCRIPTION (2)
CHEMICAL.: 1. Hazardous #1
NUMBER(W) AND DESCRIPTION (1]
WELL: 1. d; ft. northeast of treatment well

Numbers in square brackets {] refer to the Worksheet from which the information may be obtained.

Mean
Year for the
Number year {4]
k X )2
1 90.17 8,130.63
2 83.00 6,889.00
3 66.50 4.422.25
Total from previous page
(if more than one Worksheet
5 used)
Column Totals: A 23967 B 19,441.88
A= (XRp B=Q, (X2
Date Completed: _ EXAMPLE Completed by EXAMPLE
Use additional sheets if necessary. Page of

Complete WORKSHEET 5 for other chemicals and wells or continue to WORKSHEET 6
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WORKSHEET 6 Interference for Fixed Sample Sizes Tests When Assessing Individual Wells, by Chemical

and Well
See Chapter 8 in "Methods for Evaluating the Attainment of Cleanup Standards”, Volume 2
SITE: Site ABC
v NUMBER(C) AND DESCRIPTION {2]
CHEMICAL.: 1. Hazardous #1
NUMBER(W) AND DESCRIPTION |1}
WELL: 1. d; ft. northeast of treatment well
Numbers in square brackets {] refer to the Worksheet from which the information may be obtained.
[2] o= .1
21 Cs= 100
Number of Years [3] = m = 3
Sumof the yearly means (S]= ), X = A = 239.67
Sum of the squared yearly means [5]= 2 (X)? = B = 19,441.88
Overall mean concentration = % = X = 79.89
2
Standard Deviation of the yearly means = \/ E'%l_%i)— = sy 12.1376
Degrees of Freedom for sgy= m- 1 = Df = 2
Critical value from table of the t-distribution
(Table A.1) for specified values of (1-) and Df = t =
1.886
Standard Error for the overall mean =  —X- = 5Xm = 1.0076
Vm
Upper One Sided Confidence Interval= X +tsg, =MHyq= 93.1063

If U< Cs then circle Clean, otherwise circle Contaminated: v )
Based on the mean concentration, the sampling well is: {_Clean Contaminated

Date Completed: EXAMPLE Completed by _ EXAMPLE
Page of

Complete WORKSHEET 6 for other chemicals and wells
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WORKSHEET /@ Data Calculationsfor a Sequential Sample When Assessing Wells Individually; by
Chemical and Well

See Chapter 9 in "Methods for Evaluating the Attainment of Cleanup Standards”, Volume 2

SITE: Site ABC
NUMBER(C) AND DESCRIPTION {2]
CHEMICAL: 1. Hazardous #1
NUMBER(W) AND DESCRIPTION {1}
: 1. d; ft. northeast of treatment well

Numbers in square brackets {] refer to the Worksheet from which the information may be obtained.

Cleanup standard[2} = Cs = 100

Alternate mean = |1; = 75

Probability of mistakenly declaring the well(s) clean [2] =a =

Probability of mistakenly declaring the well(s) contaminated [2] =P = 2

Year Yearly Cumulative Cumulative Mean Standard
Number  Average Sum of X Sum of ii (average of Error of Mean

[4] (4] (Ag=0) (Bg=0) yearly averages) >
- - —s - A Bg-k(x,)
korm Xk Ak = Ay 1+X¢ Bk =By 1+%2  Xp =—kk Ky = '—('k_-iﬁg]—

1 90.17 90.17 8,130.63 90.1700 -
83.00 173.17 15,019.63 86.5950 3.4622
3 66.50 239.67 19,441.88 79.8900 7.0077

Carfy as many signiﬁcant figures asjpossible

Date Completed: _EXAMPLE Completed by __ EXAMPLE
Use additional sheets if necessary. Page of

t— Y " co——

Complete WORKSHEETS 7a and 7b for other chemicals and wells
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WORKSHEET 7b Data Calculations for a Sequential Sample When Assessing Wells Individually; by
Chemical and Well

See Chapter 9 in "Methods for Evaluating the Attainment of Cleanup Standards”, Volume 2

SITE: Site ABC
NUMBER(c) AND DESCRIPTION {2]
CHEMICAL.: 1. Hazardous #1
NUMBER(W) AND DESCRIPTION (1]
WELL: 1. d; ft. northeast of treatment well
Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.
Yw;c t= Critical Critical Decision:
Number + value: value: cleanLR > B,
(4] 5= H1-Cs - CLZ&L Likelihood clean contaminated contaminated LR <A,
m ST —_— ratio B 1-B or no decision
m SXm LR* A=— B=— A<LR<B
1-a a
1 no test until year 3
2 no test until year 3
3 -3.5675 -1.086 3.506 0.222 8.00 no decision

*LR =exp (5 @r:ﬁg t '\/ m-T+t2 ’

If "no decision”, collect another years' allotment of samples and test the hypothesis again.

Date Completed: _EXAMPLE Completed by _ EXAMPLE
Use additional sheets if necessary. Page of

Complete WORKSHEETS 7a and 7b for other chemicals and wells
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WORKSHEET 8 Attainment Objectives When Assessing Wells as a Group
See Chapter 3 in "Methods for Evaluating the Attainment of Cleanup Standards”, Volume 2

SITE: Site ABC
Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.

Sample Design (Check one): Fixed Sample Size[] Sequential Sampling |

Probability of mistakenly declaring the well(s) clean = o = .1
Probability of mistakenly declaring the well(s) contaminated =f = 2

If mean, If mean,
enterthe  enter the

Chemical Cleanup Parameter altemate  alternate
to be tested Chemical standard totest:  hypoth-  hypoth-
number name (with units) Checkone  esis esis

c Cs 1y Max;

Mean &

1 Hazardous #1 100 Ftile L] 45
Mean Gl

2 Hazardous #2 60 File L | 5
‘Mean L]
Max[]
Mean U1
Max [

Sample Collection Procedures to be used (attach separate sheet if necessary):

Not specified for this example

Secondary Objectives/ Other purposes for which the data is to be collected:

Use the Chemical Number (c) to refer on other sheets to the chemical described above.
Attach documentation describing the lab analysis procedure for each chemical.

Date Completed: EXAMPLE Completedby ___ EXAMPLE =
Use additional sheets if necessary. Page of

Continue to WORKSHEET 9 if a fixed sample size test is used; or
Continue to WORKSHEET 10 if a sequential sample test is used.
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WORKSHEET 9 Sample Size When Using a Fixed Sample Size Test for Assessing Wells asa Group
See Sections 8.2 in "Methods for Evaluating the Attainment of Cleanup Standards”, Volume 2

SITE: Site ABC
Numbers in square brackets (] refer to the Worksheet from which the information may be obtained.
‘ From Table A2,
Appendix A
'Probability of mistakenly declaring the site clean 8] =a=| 1 l-a=| 1.282
Probability of mistakenly declaring the site contaminated (8] =f = 2 Zig = 842
Number of samples peryear=n= | 6 mbzg fg‘;l:t?g: 88.2)
Variance factor from Table A.5, Appendix A = F! =} 5.55
For testing the mean concentration
Chemical  Cleanup Standard Deviation Calculate:
Number (8] Standard(8] (8 of mean C A2
c Cs H (4 B= (——ﬂl-l—-)z my = s + 2
Zl_a+21_8’ F*B
1 100 75 23 138.53 2.69
2 60 30 6 199.50 2.03
For testing the maximum concentration across all wells
Chemical SCleanup Standard Deviation Calculate:
Number (8] Standard(8] (8] of yearly mean n A2
_ (Cs-Max; =
c Cs Max; () B= ( z o ‘*'ZI-B) my =g + 2
Column Maximum, (Maximum of my values) = C = 2.69
Round C to next largest integer=Number of years of sample collection= m= 3
Total number of samples =nm =N = 18
Date Completed: __EXAMPLE Completed by EXAMPLE
Use additional sheets if necessary. Page __ of ____

Continue to WORKSHEET 10

1 An estimate of ¢, the serial correlation, is necessary to determine the appropriate value of F. Worksheets 15 and
16 can be used to estimate ¢. ¢ was assumed to be .20 for this example.
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APPENDIX B: EXAMPLE WORKSHEETS

WORKSHEET 10 Data Recordsfor an Individual Well and Calculations When Assessi ng Wellsasa
Group; by Chemical, Well and Year

See Chapter 8 or 9 in "Methods for Evaluating the Attainment of Cleanup Standards”, Vol. 2

SITE: Site ABC
NUMBER(C) AND DESCRIPTION [B] -
CHEMICAL.: 1. Hazardous #1
NUMBER(W) AND DESCRIPTION (1]
WELL: 3. d3 ft. north of treatment well
NUMBER(K)
YEAR: 1988,k =1
Numbers in square brackets {] refer to the Worksheet from which the information may be obtained.
Parameter to be tested (Check one) = Mﬁnxg
Number of samples per year =n = 6
Concentration used for observations below the detection limit = 10
Sample Reported  Concentration
"Season"” Sample Collection Concen-  Corrected for
Number ID time tration  Detection Limit

J Xik

1 31 Feb. 18, '88 88.71 88.71

2 32 Apr. 12, '88 89.38 89.38

3 33 June 16, '88 74.92 74.92

4 34 Aug. 15, '88 80.03 80.03

5 35 Oct. 12, '88 89.98 89.98

6 36 Dec. 11, '88 91.34 91.34

Date Completed: _EXAMPLE Completed by EXAMPLE
Use additional sheets if necessary. Page 1 of _9_

Complete WORKSHEET 10 for other chemicals, years, and wells or continue to WORKSHEET 11

Word-searchable version — Not a true copy B-16



APPENDIX B: EXAMPLE WORKSHEETS

WORKSHEET 10 Data Records for an Individual Well and Calculations When Assessi ng Wellsasa

Group; by Chemical, Well and Year

See Chapter 8 or 9 in "Methods for Evaluating the Attainment of Cleanup Standards", Vol. 2

SITE: Site ABC
NUMBER(c) AND DESCRIPTION [8]
CHEMICAL.: 1. Hazardous #1
NUMBER(W) AND DESCRIPTION {1}
WELL.: 4. d4 ft. southwest of treatment well
NUMBER(K)
YEAR: 1988,k =1
Numbers in square brackets {] refer to the Worksheet from which the information may be obtained.
Parameter to be tested (Check one) = Mﬁ:‘;g
Number of samples per year =n = 6
Concentration used for observations below the detection limit = 10
Sample Reported  Concentration
"Season” Sample Collection Concen-  Corrected for
Nurpber D time tration Detection Limit

J Xijk

1 41 Feb. 18, '88 76.50 76.50

2 42 Apr. 12, '88 71.28 71.28

3 43 June 16, '88 93.77 93.77

4 44 Aug. 15, '88 73.60 73.60

5 45 Oct. 12, '88 120.94 120.94

6 46 Dec. 11, '88 82.56 82.56

Date Completed: _EXAMPLE Completed by EXAMPLE
Use additional sheets if necessary. Page 2 of _9_

Complete WORKSHEET 10 for other chemicals, years, and wells or continue to WORKSHEET 11

Word-searchable version — Not a true copy
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APPENDIX B: EXAMPLE WORKSHEETS

WORKSHEET 10 Data Records for an Individual Well and Calculations When Assessi ng Wellsasa
Group; by Chemical, Well and Year

See Chapier 8 or 9 in "Methods for Evaluating the Attainment of Cleanup Standards”, Vol. 2

SITE: Site ABC
NUMBER(C) AND DESCRIPTION [B]
CHEMICAL.: 1. Hazardous #1
NUMBER(W) AND DESCRIPTION {1]
WELL: 5. ds ft. southeast of treatment well
NUMBER(K)
: 1988, k = 1
Numbers in square brackets (] refer to the Worksheet from which the information may be obtained.
Parameter to be tested (Check one) = Mﬁgnxg
Number of samples per year =n = 6
Concentration used for observations below the detection limit = 10
Sample Reported  Concentration
"Season" Sample Collection Concen-  Corrected for
Nuprer ID time traion  Detection Limit

J Xik

1 51 Feb. 18, '88 62.68 62.68

2 52 Apr. 12, '88 92.49 92.49

3 53 June 16, '88 . 80.94 80.94

4 54 Aug. 15, '88 103.38 103.38

5 55 Oct. 12, '88 95.39 95.39

6 56 Dec. 11, '88 99.04 99.04

Date Completed: _EXAMPLE Completed by EXAMPLE
Use additional sheets if necessary. Page _3 _of 9

Complete WORKSHEET 10 for other chemicals, years, and wells or continue to WORKSHEET 11
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APPENDIX B: EXAMPLE WORKSHEETS

WORKSHEET 10 Data Records for an Individual Well and Calculations When Assessi ng Wellsasa
Group; by Chemical, Well and Year

See Chapter 8 or 9 in "Methods for Evaluating the Attainment of Cleanup Standards”, Vol. 2

SITE: Site ABC

NUMBER(C) AND DESCRIPTION {8]

CHEMICAL.: 1. Hazardous #1

NUMBER(W) AND DESCRIPTION [1]
: 3. d3 ft. north of treatment well

- NUMBER(K)

1989,k =2

Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.

Parameter to be tested (Check one) = Mﬁﬁg
Number of samples per year =n = 6
Concentration used for observations below the detection limit = 10
Sample Reported  Concentration
"Season" Sample Collection Concen-  Corrected for
Number ID time traion  Detection Limit
J Xik
1 31 Feb. 15, '89 87.11 87.11
2 32 Apr. 17, '89 78.38 78.38
3 33 June 14, '89 80.61 80.61
4 34 Aug. 18, '89 73.51 73.51
5 35 Oct. 15, '89 89.16 89.16
6 36 Dec. 13, '89 100.26 100.26
Date Completed: _EXAMPLE Completed by EXAMPLE
Use additional sheets if necessary. Page 4 of 9

Complete WORKSHEET 10 for other chemicals, years, and wells or continue to WORKSHEET 11
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APPENDIX B: EXAMPLE WORKSHEETS

WORKSHEET 10 Data Records for an Individual Well and Calculations When Assessi ng Wellsasa
Group; by Chemical, Well and Year

See Chapter 8 or 9 in "Methods for Evaluating the Attainment of Cleanup Standards”, Vol. 2

SITE: Site ABC
NUMBER(C) AND DESCRIPTION [8]
CHEMICAL: 1. Hazardous #1
NUMBER(W) AND DESCRIPTION {1]
WELL.: 4. ds ft. southwest of treatment well
NUMBER(X)
: 1989,k =2
Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.
M
Parameter to be tested (Check one) = h;gnxg
Number of samples per year =n = 6
Concentration used for observations below the detection limit = 10
Sample Reported  Concentration
"Season” Sample Collection Concen-  Corrected for
Number D time tration  Detection Limit

J Xik

1 41 Feb. 15, '89 82.34 82.34

2 42 Apr. 17, '89 85.69 85.69

3 43 June 14, '89 96.72 96.72

4 44 Aug. 18, '89 108.61 108.61

5 45 Oct. 15, '89 95.75 95.75

6 46 Dec. 13, '89 66.77 66.77

Date Completed: EXAMPLE Completedby __ _EXAMPLE
Use additional sheets if necessary. Page _S_of _9

Complete WORKSHEET 10 for other chemicals, years, and wells or continue to WORKSHEET 11
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APPENDIX B: EXAMPLE WORKSHEETS

WORKSHEET 10 Data Records for an Individual Well and Calculations When Assessi ng Wellsasa
Group; by Chemical, Well and Year

See Chapter 8 or 9 in "Methods for Evaluating the Attainment of Cleanup Standards”, Vol. 2

SITE: Site ABC

NUMBER(C) AND DESCRIPTION (8]
CHEMICAL.: 1. Hazardous #1

NUMBER(W) AND DESCRIPTION {1]
: 5. ds ft. southeast of treatment well

NUMBER(K)

1989,k =2

Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.

Parameter to be tested (Check one) = Mﬁﬁg
Number of samples per year =n = 6
Concentration used for observations below the detection limit = 10
Sample Reported  Concentration
"Season" Sample Collection Concen-  Corrected for
Number ID time traion  Detection Limit
J Xik
1 51 Feb. 15, '89 80.05 80.05
2 52 Apr. 17, '89 81.44 81.44
3 53 June 14, '89 92.89 92.89
4 54 Aug. 18, '89 93.87 93.87
5 55 Oct. 15, '89 95.82 95.82
6 56 Dec. 13, '89 78.39 78.39
Date Completed: _EXAMPLE Completed by EXAMPLE
Use additional sheets if necessary. Page 6 _of 9

Complete WORKSHEET 10 for other chemicals, years, and wells or continue to WORKSHEET 11

Word-searchable version — Not a true copy B-21



APPENDIX B: EXAMPLE WORKSHEETS

WORKSHEET 10 Data Recordsfor an Individual Well and Calculations When Assessi ng Wellsasa
Group; by Chemical, Well and Year

See Chapter 8 or 9 in "Methods for Evaluating the Attainment of Cleanup Standards”, Vol. 2

SITE: Site ABC
NUMBER(c) AND DESCRIPTION {3}
CHEMICAL.: 1. Hazardous #1
NUMBER(W) AND DESCRIPTION (1]
WELL: 3. dj ft. north of treatment well
NUMBER(K)
: 1990,k =3
Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.
Parameter to be tested (Check one) = Mﬁﬁg
Number of samples per year =n = 6
Concentration used for observations below the detection limit = 10
Sample Reported  Concentration
"Season” Sample Collection Concen-  Corrected for
Number D time tration  Detection Limit

] Xik

1 31 Feb. 16, '90 76.86 76.86

2 32 Apr. 14, '90 76.38 76.38

3 33 June 14, '90 . 87.46 87.46

4 34 Aug. 17, '90 80.84 80.84

5 35 Oct. 15, '90 71.65 71.65

6 36 Dec. 15, '90 57.28 57.28

Date Completed: EXAMPLE Completedby ___EXAMPLE
Use additional sheets if necessary. Page _7 of 9 _

Complete WORKSHEET 10 for other chemicals, years, and wells or continue to WORKSHEET 11
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APPENDIX B: EXAMPLE WORKSHEETS

WORKSHEET 10 Data Records for an Individual Well and Calculations When Assessi ng Wellsasa
Group; by Chemical, Well and Year

See Chapter 8 or 9 in "Methods for Evaluating the Attainment of Cleanup Standards”, Vol. 2

SITE: Site ABC

1. Hazardous #1

NUMBER(c) AND DESCRIPTION (8]

CHEMICAL.: |
NUMBER(W) AND DESCRIPTION (1]
WELL: 4. d4 ft. southwest of treatment well

NUMBER(K)

1990,k =3

Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.

Parameter to be tested (Check one) = Mﬁﬂg

Number of samples per year =n = 6

Concentration used for observations below the detection limit =

10

Sample Reported  Concentration
"Season” Sample Collection Concen-  Corrected for
Number D time tration  Detection Limit
j Xik
1 41 Feb. 16, '90 87.85 87.85
2 42 Apr. 14, '90 87.08 87.08
3 43 June 14, '90 97.84 97.84
4 44 Aug. 17, '90 105.95 105.95
5 45 Oct. 15, '90 81.58 81.58
6 46 Dec. 15, '90 87.76 87.76

Date Completed: _EXAMPLE
Use additional sheets if necessary.

Completedby __ EXAMPLE

Page 8 of

Complete WORKSHEET 10 for other chemicals, years, and wells or continue to WORKSHEET 11
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APPENDIX B: EXAMPLE WORKSHEETS

WORKSHEET 10 Data Recordsfor an Individual Well and Calculations When Assessi ng Wellsasa
Group; by Chemical, Well and Year

See Chapter 8 or 9 in "Methods for Evaluating the Attainment of Cleanup Standards”, Vol. 2

SITE: Site ABC
NUMBER(C) AND DESCRIPTION [8]
CHEMICAL.: 1. Hazardous #1
NUMBER(W) AND DESCRIPTION [1]
WELL: 5. ds ft. southeast of treatment well
NUMBER(K)
YEAR: _ 1990,k =3
Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.
Parameter to be tested (Check one) = Mﬁ;‘;g
Number of samples per year =n = 6
Concentration used for observations below the detection limit = 10
Sample Reported  Concentration
"Season” Sample Collection Concen-  Corrected for
Number D time tration  Detection Limit

J Xik

1 51 Feb. 16, '90 79.70 79.70

2 52 Apr. 14, '90 59.32 59.32

3 53 June 14, '90 66.64 66.64

4 54 Aug. 17, '90 52.48 52.48

5 55 Oct. 15, '90 91.63 91.63

6 56 Dec. 15, '90 35.08 35.08

Date Completed: _ EXAMPLE Completed by EXAMPLE
Use additional sheets if necessary. Page 9 of 9

Complete WORKSHEET 10 for other chemicals, years, and wells or continue to WORKSHEET 11
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APPENDIX B: EXAMPLE WORKSHEETS

WORKSHEET 11 Data Records and Calculations When Assessi ng Wells as a Group; by Chemical and
Year

See Chapter 8 or 9 in "Statistical Methods for Evaluating the Attainment of Superfund Cleanup Standards”, Vol. 2

SITE: Site ABC
NUMBER(C) AND DESCRIPTION [8]
CHEMICAL.: 1. Hazardous #1
NUMBER(K)
YEAR: 1988, k=1

Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.
Sample Design (Check one): Fixed Sample Size[]  Sequential Sampling B

Parameter to be tested (Check one) = Mﬁi‘;g
Number of samples per year [9] =n = 6
Measure for
analysis
"Season" Well#3 Well #4 Well#5 Well# Well #__ (row maximum
Number{10]  [10] [10) (10] (10] (10 or row mean)
J xik‘ Xik xi.k xik Xik X3
1 88.71 76.50 62.68 75.96
2 89.38 71.28 92.49 84.38
3 74.92 93.77 80.94 83.21
4 80.03 73.60 103.38 85.67
5 89.98 120.94 95.39 102.10
6 91.34 82.56 99.04 90.98
Total of x; for this year=A = | 522 30
. - A
Mean of x; for this year =Xy = = 87.05
Date Completed: ____ EXAMPLE Completed by _ EXAMPLE
Use additional sheets if necessary. Page 1 of _3

Complete WORKSHEET 11 for other chemicals; otherwise,
Continue to WORKSHEET 12 if a fixed sample size test is used; or
Continue to WORKSHEET 14 if a sequential sample test is used.
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APPENDIX B: EXAMPLE WORKSHEETS

WORKSHEET 11 Data Records and Calculations When Assessi ng Wells as a Group; by Chemical and
Year

See Chapter 8 or 9 in "Statistical Methods for Evaluating the Attainment of Superfund Cleanup Standards”, Vol. 2
SITE: Site ABC

NUMBER(cC) AND DESCRIPTION [8}

CHEMICAL: 1. Hazardous #1

NUMBER(K) '
: 1989, k=2
Numbers in square brackets {] refer to the Worksheet from which the information may be obtained.

Sample Design (Check one): Fixed Sample Size [0 Sequential Sampling ]

Parameter to be tested (Check one) = Mﬁznxlg
Number of samples per year [9] =n = 6
Measure for
analysis
"Season" Well#3 Well #4 Well#5 Well# Well #__ (row maximum
Number{10]  [10] [10] (10] [10] [10] orrow mean)
J xik XL xk xjk Xj& X;

1 87.11 82.34 80.05 83.17
2 78.38 85.69 81.44 81.84
3 80.61 96.72 92.89 90.07
4 73.51 108.61 93.87 92.00
5 89.16 95.75 95.82 93.58
6 100.26 66.77 78.39 81.81

Total of Xj for this year = A = 5§22.47

Mean of x; for this year =Xy = %— = 87.08
Date Completed: __EXAMPLE Completed by _ EXAMPLE
Use additional sheets if necessary. Page _2 of 3

Complete WORKSHEET 11 for other chemicals; otherwise,
Continue to WORKSHEET 12 if a fixed sample size test is used; or
Continue to WORKSHEET 14 if a sequential sample test is used.
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APPENDIX B: EXAMPLE WORKSHEETS

WORKSHEET 11 Data Records and Calculations When Assessi ng Wells as a Group; by Chemical and
Year

See Chapter 8 or 9 in "Statistical Methods for Evaluating the Attainment of Superfund Cleanup Standards”, Vol. 2

SITE: Site ABC
NUMBER(C) AND DESCRIPTION {8}
CHEMICAL.: 1. Hazardous #1
NUMBER(K)
: 1990,k =3

Numbers in square brackets [} refer to the Worksheet from which the information may be obtained.
Sample Design (Check one): Fixed Sample Size O Sequential Sampling &

Parameter to be tested (Check one) = Mﬁinxg
Number of samples per year [9] =n = 6
Measure for
analysis
"Season” Well#3 Well #4 Well#5 Well#_ Well #__ (row maximum
Number(10]  (10] (10] [10] (10] (10] or row mean) V
] Xik Xik Xijk Xik Xik Xj
1 76.86 87.85 79.70 81.47
2 76.38 87.08 59.32 74.26
3 87.46 97.84 66.64 83.98
4 80.84 105.95 52.48 79.76
5 71.65 81.58 91.63 81.62
6 57.28 87.76 35.08 60.04
Total of x; for this year=A = | 461.13
. - A
Mean of x; for this year =X = P 76.86
Date Completed: ____ EXAMPLE Completed by __ EXAMPLE
Use additional sheets if necessary. Page _3 of 3

Complete WORKSHEET 11 for other chemicals; otherwise,
Continue to WORKSHEET 12 if a fixed sample size test is used; or
Continue to WORKSHEET 14 if a sequential sample test is used.
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APPENDIX B: EXAMPLE WORKSHEETS

WORKSHEET 14a Data Calculationsfor a Sequential Sample When Assessing Wells as a Group; by

Chemical
See Chapter 9 in "Methods for Evaluating the Attainment of Cleanup Standards”, Volume 2
SITE: Site ABC
NUMBER(C) AND DESCRIPTION [8]
CHEMICAL.: 1. Hazardous #1
Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.

Cleanup standard(8] = Cs = 100

Alternate mean = |1, = 75

Probability of mistakenly declaring the well(s) clean [§] =& = .
Probability of mistakenly declaring the well(s) contaminated [8] = = 2

Year Yearly Cumulative Cumulative Mean Standard
Number Average Sum of Xi Sum of X (average of Deviation of Mean
[11] [11] (Ap=0) (Bo=0) yearly averages) 2
S AeAurt BB Taedk s\ 20
k Xg k=Ak-1+Xg k=Bg-1+Xy  Xm = SXm = -1k
1 87.05 87.05 7,577.70 87.0500 -
2 87.08 174.13 15,160.63 87.0650 ~
3 76.86 250.99 21,068.09 83.6633 3.402

Carry as mahy significant figures as possible

Date Completed: __EXAMPLE
Use additional sheets if necessary.

Completedby ___ EXAMPLE

Complete WORKSHEET 14a and 14b for other chemicals and groups of wells
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APPENDIX B: EXAMPLE WORKSHEETS

WORKSHEET 14b Data Calculations for a Sequential Sample When Assessing Wells as a Group; by

Chemical
See Chapter 9 in "Methods for Evaluating the Attainment of Cleanup Standards”, Volume 2
SITE: Site ABC
NUMBER(c) AND DESCRIPTION (8]
CHEMICAL.: 1. Hazardous #1
Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.
Year t= Ciritical Critical Decision:
Number Cs+ value: value: clean LR > B,
4] 5, = Ej;gi Xm- —Sf&l Likelihood clean contaminated contaminated LR <A,
m ! sg, T ratio B 1-B or no decision
m SXm LR* =—— B=— A<LR<B
- l-a a
1 no test until year 3
2 no test untii year 3
3 -7.349 -1.128 14.094 0.222 8.00 CLEAN

acen(s ey 0]

If "no decision", collect another years' allotment of samples and test the hypothesis again.
Date Completed: _ EXAMPLE Completed by EXAMPLE

Use additional sheets if necessary. Page of

Complete WORKSHEET 14a and 14b for other chemicals and groups of wells
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APPENDIX B: EXAMPLE WORKSHEETS

WORKSHEET 15 Removi ng Seasonal Patternsin the Data (Use as First Step in Computing Serial
Correlations)

See Sections 8.4 and 9.4 in "Methods for Evaluating the Attainment of Cleanup Standards”, Vol. 2

SITE: Site DEF (data independent of five-well example)
NUMBER(c) AND DESCRIPTION {2 OR 8]
CHEMICAL: 1. Chemical #1
NUMBER(W) AND DESCRIPTION [1]
WELL: 1. d; ft. south of treatment well
Numbers in square brackeis [} refer 1o the Worksheet from which the information may be obtained.
Number of

"Season” Measurements for each "season” for year k years with  Row Row
Number Yr=_1 . Yr=2 Yr=__ Yr=__ Yr=___ Data Total ng;

j Xik Xik Xk Xik Xk m; T = lek Xj = —J'

1_] 120 133 2 753 126. 5

2 163 17 2 280 140 |

3 128 113 2 | 241 120.5

4 150 126 2 216 138

3 |_125 114 2 239 119.5

6 110 145 2 255 127.5
Corrected measurements with seasonal patterns removed
"Season” Corrected Measurements for each "season" for year k
Number Yr=_]1 Yr=2 Yr=_ Yr=___ Yr=___

j Xik - Xj Xik - X; xik-)?i le_c';i )Elk-ii

1 -6.5 6.5

2 23 -23

3 7.5 -1.3

4 | 12 -12

5 5.5 -5.5

6 -17.5 17.5
Date Completed: __ EXAMPLE Completed by _ EXAMPLE
Use additional sheets if necessary. Page of

Complete WORKSHEET 15 for other chemicals
Continue to WORKSHEET 16 if serial correlations are being computed.
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APPENDIX B: EXAMPLE WORKSHEETS

WORKSHEET

See Sections 8.4 and 9.4 in "Methods for Evaluating the Attainment of Cleanup Standards”, Vol. 2
SITE: Site DEF (data independent of five-well example)

NUMBER(C) AND DESCRIPTION [Z2 OR 8] .
CHEMICAL: 1. Chemical #1

NUMBER(W) AND DESCRIPTION |1}

1. dy ft. south of treatment well
Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.

Year =k = 1
Period between well samples in months =t = 2
Data Residual Product
Numbers
. - 2
_]k cjk = xjk -Xj djk = ejk*c-_l k °jk
(season within [15)
year k)

11 -6.5 42.25

21 23.0 -149.5 529.00

31 7.5 172.5 . 56.25

a1 12.0 20.00 144.00

51 5.5 66.00 30.25

61 -17.5 -26.23 306.25

Totals from previous page =
(if more than one
Worksheet 16 is used)
Column Totals = A 8275 B 1,108
Estimated Serial Correlation based on the data =% = Bops = —
1

Serial Correlation between monthly observations = § = ($Obs)t = -
Date Completed: _EXAMPLE Completed by EXAMPLE
Use additional sheets if necessary. Page _1 __of 2 _

Complete WORKSHEET 16 for other chemicals
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APPENDIX B: EXAMPLE WORKSHEETS

WORKSHEET 16 calculati ng Serial Correlations
Sce Sections 8.4 and 9.4 in "Methods for Evaluating the Attainment of Cleanup Standards", Vol. 2

SITE. Site DEF (data independent of five-well example)
NUMBER(c) AND DESCRIPTION [ OR 3}
CHEMICAL: 1. Chemical #1
NUMBER(W) AND DESCRIPTION {1]
WELL: 1. dj ft. south of treatment well
Numbers in square brackets [) refer to the Worksheet from which the information may be obtained.
Year =k = 2
Period between well samples in months =t = 2
Data Residual Product
Numbers
jk ek = Xk -'fj djk = ejk*e-_l k Cj?]'(
(season within {15}
year k)
12 6.5 42.25
2 -23.0 -149.50 529.00
32 75 172.50 56.25
42 -12.0 20.00 144.00
52 5.5 86.00 30.25
62 17.5 -96.25 306.25
Totals from previous page = 82.75 1,108
(if more than one
Worksheet 16 is used)
Column Totals = A 165.5 B 2,216
Estimated Serial Correlation based on the data =33 = fps = | 0747
1
Serial Correlation between monthly observations = § = (§,,5)" = 2733
Date Completed: EXAMPLE Completedby __EXAMPLE
Use additional sheets if necessary. Page 2 of 2

Complete WORKSHEET 16 for other chemicals
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APPENDIX B: EXAMPLE WORKSHEETS

WORKSHEET 1R Basic Calculationsfor a Simple Linear Regression

See Section 6.1 in "Methods for Evaluating the Attainment of Cleanup Standards”, Vol. 2

SITE: Site ABC
NUMBER(C) AND DESCRIPTION {2 OR §]
CHEMICAL.: 1. Hazardous #1
NUMBER(W) AND DESCRIPTION [1]
WELL: 1. d; ft. northeast of treatment well

Concentration used when no comcentration is reported =

Numbers in square brackets {] refer to the Worksheet from which the information may be obtained.

[0 ]

Number of collectable samples =N = 3
Concentration Transformed
Sample Corrected for Time
Number Detection Limit Variable
2 2
n ¥n Ya Xn Xn Xn¥n
1 90.17 8,130.63 1 1 90.17
2 83.00 6,889.00 2 4 166.00
3 66.50 4,422.25 3 9 199.50
Totals from previous page(s):_
Column Totals:
A 239.67 |B19,441.88 |C 6 D 14 E  455.67
A=Zy, B= 2}’31 C=2%x, D= zxi E = 2ynX,
Corrected Sum of Squares and Cross Products:
79.89 2 294.64 2 -23.67
- _A -_C A? Cc? AC
Y=N X=N Syy=B-ﬁ~ Syx= D--N- Syx= E-—N—
Date Completed: __EXAMPLE Completed by ___EXAMPLE
Use additional sheets if necessary. Page ___of

Complete WORKSHEET 1R for other chemicals or continue to WORKSHEET 2R.
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APPENDIX B: EXAMPLE WORKSHEETS

WORKSHEET 2R inferenceina Simple Linear Regression

See Section 6.1 in "Methods for Evaluating the Auainment of Cleanup Standards”, Vol. 2

SITE: Site ABC

NUMBER({C) AND DESCRIPTION 2 OR §
CHEMICAL: © " 1. Hazardous #1

NUMBER(W) AND DESCRIPTION [1]

WELL: 1. d; ft. northeast of treatment well

Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.

Estimating Regression Coefficients
Syy [IR]= [ 294.64 | Number of collectable

samples [IR] = N =

Sx[IRl= [ 2 ] Mean of y, [IR] = g )

SyclIR)= | 2367 ] Mean of x, [IR] = % =

Type 1 error . ~ Syx _

probability 1 Estimated slope [1R], b; = - =
o= )

Estimated Intercept [IR], by = § - (b1*X)

SZ
Sum of squares due to error [IR], SSE = Syy- gﬂ =

XX

Degrees of freedom, Df = N-2

Critical value from table of t-distribution (Appendix A.1)
for specified values of (1 - —) and Df = t =

Mean Square Error, MSE = ﬁs—s—% =

Standard Error of the Slope, s(by) = 4 /LS%‘E -

Upper Two Sided Confidence Interval
for Slope: by +t* s(by) =

Lower Two Sided Confidence
Interval for Slope: b; - t * s(b;) =

Calculating Prediction Limits
Value of x, at which concentration is to be predicted =

Predicted value, § =bg + byx, =

i

- %)2
Standard Error of Predicted Value = S¢ =‘\/ MSE(1+ % + (—"ts-—i)—} =
Upper Two Sided Confidence Interval for Prediction = § + t *S§ =
Lower Two Sided Confidence Interval for Prediction = ¢ - t*S§ =

79.89

]I

-11.84
C 103.57 ]

14.51

| 6.314

l 14.51

2.69

5.14

-28.82

2.5
73.97

4.6000

|UM 103.01
ILowu' 44.93

Date Completed: _ EXAMPLE Completedby ___EXAMPLE

Use additional sheets if necessary.
Complete WORKSHEET 2R for other chemicals

B-34
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APPENDIX C: BLANK WORKSHEETS

The worksheets in this appendix can be photocopied when needed. Then the copies may
be usad in their current form or modified, as appropriate. They may be employed to document the
objectives and decisions, record data, and make calculations to determineif the ground water at the Site
atans the cleanup standard. These workshests refer to in the main text of this document. Appendix B
provides examples of how to fill out the worksheets.

The initid gppearance of a "Bold" letter in a worksheet represents an intermediate
computation, the result of which will be used in alater computation and will dso be sgnified by the letter
in"Bold" script.

To maintain adequate precison in doing the computations appearing in the worksheets,
(particularly in the caculation of estimated variances, sandard deviations, or standard errors), the number
of decimd places retained should be as high as possible, with aminimum of four.
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APPENDIX C: BLANK WORKSHEETS

TableC.1 Summary of Notation Used in Appendix C

Symbol

Definition

m

index i
index k
index |
index ¢

index w

Xik

Cs
Df

The number of years for which data were collected (usudly the andysis will be
performed with full years worth of data.

The number of sample measurements per year (for monthly data, n = 12; for
quarterly data, n = 4). Thisis a0 referred to as the number of “seasons’ per
year.

The tota number of sample measurements (if there are no missing observation, N
=mn

Indicates the order in which the ground-water samples are collected
Indicates the year in which the ground-water samples are collected

Indicates the season or time within the year a which the ground-water samples
are collected

Indicates the chemical andyzed
Indicates the well sampled
Contaminant measurement for the ith ground-water sample

An dternaive way of denoting a contaminant measurement, wherek =1, 2, ...,
m denotes the year; and j = 1, 2, ..., n denotes the sampling period (season)
within the year. The subscript for x is related to the subscript for x; in the
following manner: i = (k-1)nj.

The mean (or average) of the contaminant measurements for year k (see Boxes
8.5and 9.4)

The mean of the yearly averagesfor yearsk =1 tom.

The standard deviation of the yearly average contaminant concentrations form m
years of sample collection (see Boxes 8.7 and 9.6).

The standard error of the mean of the yearly means (see Boxes 8.9 and 9.8)

The designated clean up standard

The degrees of freedom associated with the standard error of an estimate (see
Boxes 8.7 and 9.6)

C-2
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APPENDIX C: BLANK WORKSHEETS

WORKSHEET 1 Sampling Wells

See Section 3.2 in "Statistical Methods for Evaluating the Attainment of Cleanup Standards”, Volume 2

SITE:
Sample
Well .
Number Describe each sampling well to be used to assess attainment
w

Decision Criteria: Wells assessed (Checked one) Individually O Asa Group O

Use the Sampling Well Number (w) to refer on subsequent sheets to the sampling wells described
above.

Attach a map showing the sampling wells within the waste site.
Date Completed: Completed by

Use additional sheets if necessary. Page ___ of

Continue to WORKSHEET 2 if wells are assessed individually.
Continue to WORKSHEET 8 if wells are assessed as a group.

Word-searchable version — Not a true copy -3



APPENDIX C: BLANK WORKSHEETS

WORKSHEET 2 Attainment Objectives for Assessing Individual Wells

See Chapter 3 in "Methods for Evaluating the Attainment of Cleanup Standards”, Volume 2

SITE:
Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.

Sample Design (Check one): Fixed Sample Size[J  Sequential Sampling [J
Probability of mistakenly declaring the well(s) clean = o =

Probability of mistakenly declaring the well(s) contaminated = =

If %tile, Enter:
If Mean, Critical
Enter: proportion for
Cleanup  Parameter alternate  alternate/null
Chemical Chemical Standard totest: hypothesis  hypothesis
Number Name (with units) Checkone mean null alternate
C Cs iy Pg Py
Mean [J
%tile ]
Mean LJ
%tile [
Mean [J
%tile [l
Mean [J
%tile ]

Sample Collection Procedures to be used (attach separate sheet if necessary):

Secondary Objectives/ Other purposes for which the data is to be collected:

Use the Chemical Number (c) to refer on other sheets to the chemical described above.
Attach documentation describing the lab analysis procedure for each chemical.

Date Completed: ____ Completed by
Use additional sheets if necessary. Page of

Continue to WORKSHEET 3 if a fixed sample size test is used; or
Continue to WORKSHEET 4 if a sequential sample test is used.
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APPENDIX C: BLANK WORKSHEETS

WORKSHEET 3 Sample size Using a Fixed Sample Sze Test for Assessing Individual Wells
See Sections 8.2 in "Methods for Evaluating the Attainment of Cleanup Standards”, Volume 2

SITE:
Numbers in square brackets [] refer to the ‘Worksheet from which the information may be obtained.
From Table A.2,
Appendix A
Probability of mistakenly declaring the site clean [2] = a= Pl.a =
Probability of mistakenly declaring the site contaminated [2) =B = Z1.p=
Number of samples per year =n = descrtbed in Secon 8.2)
Variance factor from Table A.5, Appendix A = F! =
For testing the mean concentration
Chemical  Cleanup Standard Deviation Calculate:
2] Standard[2 of yearly mean
Num:e i Casrd[ . E: yearay B= (______Cs-m my =—-§2 +2
Zl.a'i-Zl_B F*B
For testing the proportion of contaminated wells or samples
Chemical  Cleanup Calculate: B
Number [2] Standard[2] 2] 2] B=(Z1.3 VP (I-P1) mg R TITNY
¢ Cs P, P, +Z1.q. VPg (1-P) )2 01
Column Maximum, (Maximum of my values ) =C =
Round C to next largest integer=Number of years of sample collection=m=|
Total number of samples =nm =N =
Date Completed: Completed by
Use additional sheets if necessary. Page of

Continue to WORKSHEET 4

1 An estimate of ¢, the serial correlation, is necessary to determine the appropriate value of F. Worksheets 15 and
16 can be used to estimate ¢.
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APPENDIX C: BLANK WORKSHEETS

WORKSHEET 4 Data Records and Calculations When Assessi ng Individual Wells; by Chemical, Well
and Year

See Chapter 8 or 9 in "Methods for Evaluating the Auainment of Cleanup Standards”, Vol. 2
SITE:

CHEMICAL:
NUMBER(W) AND DESCRIPTION {1}

WELL:
NUMBER(K)
YEAR: _
Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.
Sample Design (Check one): Fixed Sample Size O Sequential Sampling O
- Mean T ]
Parameter to be tested [2] (Check one) = m 0

NUMBER(C) AND DESCRIPTION [2]

Number of samples per year [3] =n =
Number of samples with nonmissing data in year = ny =
Cleanup standard(2] = Cs=
Concentration used for observations below the detection limit =

"Season" Is A Greater Data for
Number: Sample Reported  Concentration than Cs? analysis
jwithin Sample  Collection Concen-  Corrected for 1=Yes  xjx=Aif Mean
thiskh D date/time tration  Detection Limit 0=No  Xjx=B if %tile
__year A ‘ B
Total of x;y for this year=C =
Mean of xx forﬂﬂsk‘hyearzf—kz'ik =
Date Completed: Completed by
Use additional sheets if necessary. Page of

Complete WORKSHEET 4 for other chemicals, years, and wells; otherwise,
Continue to WORKSHEET § if a fixed sample size test is used; or
Continue to WORKSHEET 7 if a sequential sample test is used.
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APPENDIX C: BLANK WORKSHEETS

WORKSHEET 5 Data Calculations for a Fixed Sample Size Test When Assessing Individual Wells; by
Chemical and Well

See Chapter 8 in "Methods for Evaluating the Autainment of Cleanup Standards”, Volume 2
SITE:
CHEMICAL:

WELL:
Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.

NUMBER(C) AND DESCRIPTION | 2]

NUMBER(W) AND DESCRIPTION [1]

Mean
Year for the
Number year [4]
k Xk Xi)2
Total from previous page
(if more than one Worksheet
5 used)
Column Totals: A B
A=Y (Xp B=D (K?

Date Completed: Completed by
Use additional sheets if necessary. Page of

Complete WORKSHEET § for other chemicals and wells or continue to WORKSHEET 6
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APPENDIX C: BLANK WORKSHEETS

WORKSHEET 6 Inference for Fixed Sample Sizes Tests When Assessing Individual Wells, by Chemical
and Well

_See Chapter 8 in "Methods for Evaluating the Attainment of Cleanup Standards”, Volume 2

SITE:
NUMBER({C) AND DESCRIPTION [2]
CHEMICAL:
NUMBER(W) AND DESCRIPTION [1}
WELL: _ _
Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.

2] a=

[2] Cs=

Number of Years [3] = m =

Sumof theyearly means [S]= 3, X = A =

Sum of the squared yearly means (Sj= 3, (X2 = B =

>
"

Overall mean concentration = = =

2
Standard Deviation of the yearly means = B-m(x)” = s

Degrees of Freedom forsg= m- 1 = Df =

Critical value from table of the t-distribution

(Table A.1) for specified values of (1-ct) and Df = t =

Standard Error for the overall mean =  —3- = %y =

Vm

Upper One Sided Confidence Interval= x+tsz,, =Hyg=

If uy< Cs then circle Clean, otherwise circle Contaminated:

Based on the mean concentration, the sampling well is: Clean Contaminated

Date Completed: Completed by
Page of

Complete WORKSHEET 6 for other chemicals and wells

Word-searchable version — Not a true copy -8



APPENDIX C: BLANK WORKSHEETS

WORKSHEET /@ Data Calculations for a Sequential Sample When Assessing Wells Individually; by
Chemical and Well

See Chapter 9 in "Methods for Evaluating the Attainment of Cleanup Standards”, Volume 2

SITE:
NUMBER(c) AND DESCRIPTION [2]
CHEMICAL.:
NUMBER(W) AND DESCRIPTION {1}
WELL: _
Numbers in square brackets [} refer to the Worksheet from which the information may be obtained.
Cleanup standard(2] = Cs =
Alternate mean = |1, =

Probability of mistakenly declaring the well(s) clean [2] = a =
Probability of mistakenly declaring the well(s) contaminated {2] =B =

Year Yearly Cumulative Cumulative Mean Standard
Number  Average Sum of Xy Sum of i% (averageof = Error of Mean

(4] (4] (Ao=0) (Bo=0) yecarly averages) 2
- - - - .é.k Bg-k(x )
korm Xk Ak = Ap1+% Bk =Br+%2 Xp=3b sxp= Tﬁgl—

Date Completed: _______ Completed by
Use additional sheets if necessary. Page of

Complete WORKSHEETS 7a and 7b for other chemicals and wells
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APPENDIX C: BLANK WORKSHEETS

WORKSHEET 7b Data Calculations for a Sequential Sample When Assessing Wells Individually; by
Chemical and Well

_See Chapter 9 in "Methods for Evaluating the Attainment of Cleanup Standards”, Volume 2

SITE: -
NUMBER(C) AND DESCRIPTION
CHEMICAL: ¢
DESCRIPTION [1
WELL: NUMBER(W) AND ONT1]
Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.
Year t= (‘3,11alucal ?alwal , D<5c1sxl'dl'{on:B
Number , ue: ue: clean >B,
4] 5=t1C R Bl Likclibood clean  contaminawed contaminated LR < A,
m SK. —_— ratio _E_ 1-B or no decision
m SXm LR* Aal B=—- A<LR<SB
' - o

N m-2 \/._l_n___ }
LR =exp (5 ot e

If "no decision”, collect another years' allotment of samples and test the hypothesis again.
Date Completed: ______ Completed by
Use additional sheets if necessary. Page of

Complete WORKSHEETS 7a and 7b for other chemicals and wells
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APPENDIX C: BLANK WORKSHEETS

WORKSHEET 8 Attainment Objectives When Assessing Wells as a Group

See Chapter 3 in "Methods for Evaluating the Attainment of Cleanup Standards", Volume 2

SITE:
Numbers in square brackets ] refer to the Worksheet from which the information may be obtained.

Sample Design (Check one): Fixed Sample Size OO Sequential Sampling [J

Probability of mistakenly declaring the well(s) clean=a =
Probability of mistakenly declaring the well(s) contaminated = 8 =

If mean, If mean,
enterthe  enter the
Chemical Cleanup Parameter alternate  alternate
to be tested Chemical standard totest:  hypoth-  hypoth-

number name (with units) Checkone  esis esis

C Cs K Maxl

Mean L]
Max (1
Mean L]
- MaxOl
Mean Ul
Max ]
Mean [
Max[]

Sample Collection Procedures to be used (attach separate sheet if necessary):

Secondary Objectives/ Other purposes for which the data is to be collected:

Use the Chemical Number (c) to refer on other sheets to the chemical described above.
Attach documentation describing the lab analysis procedure for each chemical.

Date Completed: Completed by
Use additional sheets if necessary. Page ____of

Continue to WORKSHEET 9 if a fixed sample size test is used; or
Continue to WORKSHEET 10 if a sequential sample test is used.
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APPENDIX C: BLANK WORKSHEETS

WORKSHEET 9 Sample Size When Using a Fixed Sample Size Test for Assessing Wells asa Group

See Section 8.2 in "Methods for Evaluating the Attainment of Cleanup Standards”, Volume 2

SITE:
Numbers in square brackets [} refer to the Worksheet from which the information may be obiained.
From Table A2,
_Appendix A

Probability of mistakenly declaring the site clean [8] = 0= | P1-c =

Probability of mistakenly declaring the site contaminated (8] =B = I1p=

Number of samples per year =n = desmb: in Section 8.2)

Variance factor from Table A.5, Appendix A = Fl =
For testing the mean concentration

Chemical  Cleanup Standard Deviation Calculate:
Number [8] Standard[8] 8] of mean 42
- Cs-11 -
c Cs ™ 8 B { Bgtig, my =7 + 2

For testing the maximum concentration across all wells

Chemical  Cleanup Stgx;dard Deviation Calculate:
Number [8] Standard[8] 8 yearly mean Cs-Max1 2 82
= [X5-Maxy =
c Cs Max, (] B ( o +zl-8) my =g + 2

Column Maximum, (Maximum of my values) = C = I

Round C to next largest integer=Number of years of sample collection= m=
Total number of samples=nm =N = |

Date Completed: _______ Completed by

Use additional sheets if necessary. Page____of
Continue to WORKSHEET 10

1 An estimate of ¢, the serial correlation, is necessary to determine the appropriate value of F. Worksheets 15 and
16 can be used to estimate ¢.
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APPENDIX C: BLANK WORKSHEETS

WORKSHEET 10 Data Recordsfor an Individual Well and Calculations When Assess ng Wellsasa
Group; by Chemical, Well and Year

_See Chapter 8 or 9 in "Methods for Evaluating the Attainment of Cleanup Standards”, Vol. 2
SITE:

CHEMICAL:

NUMBER(wW) AND DESCRIPTION |1]

NUMBER(C) AND nssmnmIS]

- NUMBER(K)

Numbers in square brackets [} refer to the Worksheet from which the information may be obtained.

Mean !
Parameter to be tested (Check one) = §| Max[J
Number of samples per year =n =

Concentration used for observations below the detection limit =

Sample Reported  Concentration

“Season" Sample Collection Concen-  Corrected for
Number ID time tration  Detection Limit
J Xik
Date Completed: ______ Completed by
Use additional sheets if necessary. Page of

Complete WORKSHEET 10 for other chemicals, years, and wells or continue to WORKSHEET 11
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APPENDIX C: BLANK WORKSHEETS

WORKSHEET 11 Data Records and Calculations When Assessi ng Wells as a Group; by Chemical and
Year

See Chapter 8 or 9 in "Methods for Evaluating the Attainment of Cleanup Standards™, Vol. 2

SITE:

] NUMBER(c) AND DESCRIPTION [8]

NUMBER(K)
YEAR:

Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.

Sample Design (Check one): Fixed Sample Size O] Sequential Sampling [J
Mean LI
Parameter to be tested (Check one) = | Max[]

Number of samples per year [9] =n =
Measure for
analysis
"Season"  Well#__ Well #__ Well#_ Well# _  Well #_ (row maximum
Number(10] 10} (10 (10) (10} (101 Of TOW mean)
] Xik Xik Xik Xik Xik Xj

Total of x; for this year = A =

Mcanoijkforthisycar='ikz-g-=

Date Completed: Completed by

Use additional sheets if necessary. Page of '

Complete WORKSHEET 11 for other chemicals; otherwise,
Continue to WORKSHEET 12 if a fixed sample size test is used; or
Continue to WORKSHEET 14 if a sequential sample test is used.

C-14
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APPENDIX C: BLANK WORKSHEETS

WORKSHEET 12 Data Calculationsfor a Fixed Sample Size Test When Assessing Wells as a Group;
by Chemical

See Chapter 8 in "Methods for Evaluating the Attainment of Cleanup Standards”, Volume 2

SITE:
NUMBER(C) AND DESCRIPTION 3]
CHEMICAL.: _
Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.
Mean
Year for the
Number year [11]
k Xg Gy)?
Total from previous page
(if more than one copy of
Worksheet 12 is necessary)
Column Totals: A B
A=) (R B=Y &2
Date Completed: ______ Completed by
Use additional sheets if necessary. Page of

Complete WORKSHEET 12 for other chemicals or continue o WORKSHEET 13
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APPENDIX C: BLANK WORKSHEETS

WORKSHEET 13 Inference for Fixed Sample Szes Tests When Assessing Wells as a Group; by
Chemical

See Chapter 8 in "Methods for Evaluating the Auainment of Cleanup Standards”, Volume 2

SITE:
CAL: Numm(c)m:mcnmiﬁ
Numbers in square brickets [] refer to the Worksheet from which the information may be obtained.
8] o= L |
(8] Cs= [ _
Number of Years (9] = m= \ ]
Sum of the yearly means [12] = z Xk = A= I ]
Sum of the squared yearly means [12]= 3, (X)2 = B =
Overall mean concentration = % = X =
S
Standard Deviation of the yearly means = 5’%193 = s
Degrees of Freedom for sz = m-1 = Df=

Value from table of T-distribution (Appendix A.1)
for specified values of (1 - a) and Df = t =

Standard Error for the overall mean= 2= = ST =

Vm

Upper One Sided Confidence Interval= X +tsz, =Hyg=

If Uy < Cs then circle Clean, otherwise circle Contaminated:

Based on the mean concentration, the sampling well is: LClean _Contaminated

Date Completed: Completed by

Page of

Completc WORKSHEET 13 for other chemicals

C-16
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APPENDIX C: BLANK WORKSHEETS

WORKSHEET 14@ Data Calculationsfor a Sequential Sample When Assessing Wells as a Group; by
Chemical

See Chapter 9 in "Methods for Evaluating the Antainment of Cleanup Standards”, Volume 2
SITE:

CHEMICAL: ) -
Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.

NUMBER(C) AND DESCRIPTION 18]

Cleanup standard[8] = Cs =
Alternate mean = 4 =

Probability of mistakenly declaring the well(s) clean [8] = =
Probability of mistakenly declaring the well(s) contaminated [8] = =

Year Yearly Cumulative Cumulative Mean Standard
Number Average Sum of Xy Sum of i% (average of Error of Mean
[11] [11] (Ag=0) (Bo=0) yearly averages) 2
- - 2 - A 3 By-k(x,)
korm Xk Ag=Ag +xxy  Bg=By1+X; Xm= X SXm = &1k
Date Completed: Completed by
Use additional sheets if necessary. Page of

Complete WORKSHEET 14a and 14b for other chemicals and groups of wells
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WORKSHEET 14b Data Calculations for a Sequential Sample When Assessing Wells as a Group; by
Chemical

_See Chapter 9 in "Methods for Evaluating the Autainment of Cleanup Standards”, Volume 2

SITE: .
NUMBER(c) AND DESCRIPTION [8]
CHEMICAL: o i
Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.
Year t= Critical Critical Decision:
Number + value: value: cleanLR > B,
4 5 =B1Cs Zn Sl iclihood clean  contaminated contaminated LR < A,
m ! & ——=— mto B 1B or no decision
m SXm LR** A==1 B= A<LR<B
-0 o

IR = exo | § T2 \/ m )
LR =exp (5 eal! YY)

If "no decision”, collect another years' allotment of samples and test the hypothesis again.
Date Completed: ____ Completed by
Use additional sheets if necessary. Page _ _of

Complete WORKSHEET 14a and 14b for other chemicals and groups of welis
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WORKSHEET 15 Removi ng Seasonal Patternsin the Data (Useas a First Step in Computing Serial
Correlations)

See Sections 8.4 and 9.4 in "Methods for Evaluating the Attainment of Cleanup Standards", Vol. 2

SITE:
NUMBER(c) AND DESCRIPTION [2 OR 3]
CHEMICAL.:
NUMBER(W) AND DESCRIPTION |1}
WELL: _
Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.
Number of
"Season" Measurements for each "season" for year k years with Row Row
Number Yr=___ Y= Yr=_ Yr=__ Yr=_ Data Total Mean
. =20
oo e %k o %k my =¥ Y=g
k

Corrected measurements with seasonal patterns removed
"Season" Corrected Measurements for each "season" for year k

Number Yr=___  Yr= Yr= Yr= Yr=

j xik:ii xik-ii xik-'ii xjk'ii Xik-ii

Date Completed: Completed by

Use additional sheets if necessary. Page of
Complete WORKSHEET 15 for other chemicals
Continue to WORKSHEET 16 if serial correlations are being computed.
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WORKSHEET 16 cal culating Serial Correlations

See Sections 8.4 and 9.4 in "Methods for Evaluating the Attainment of Cleanup Standards”, Vol. 2

SITE:
CHEMICAL:

NUMBER(W) AND DESCRIPTION |1]

Year =k =
Period between well samples in months =t =

Nmnbusinsquu‘ebuckeuUnfuwdw'\-mGﬂwﬁomwhichdwinﬁmaﬁonmaybeobuined.

Data Residual Product
Numbers
hi 3 ek =Xjx-Xj di= ejk*ej-l k eji
(season within [15]
year k)
Totals from previous page =
(if more than one
Worksheet 16 is used)
Column Totals = A B
. . . A
Estimated Serial Correlation based on the data = = Bobs =

1
Serial Correlation between monthly observations = § = (§ps)" =

Date Completed: Completed by

Use additional sheets if necessary.

Complete WORKSHEET 16 for other chemicals
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WORKSHEET 1R Basic Calculationsfor a Simple Linear Regression

See Section 6.1 in "Methods for Evaluating the Auainment of Cleanup Standards”, Vol. 2

SITE:
NUMBER(C) AND DESCRIPTION |2 OR 8]
CHEMICAL.:

NUMBER(W) AND DESCRIPTION [1]

Numbers in square bnckctsTﬁefer to the Worksheet from which the information may be obtained.

Concentration used when no concentration is reported = |_ I

Number of collectable samples = N = |

Concentration Transformed
Sample Corrected for Time
Number Detection Limit Variable
2 2
n ¥n Yn Xn Xn Xn¥n
Totals from previous page(s):
Column Totals:
A B C D E
A=3y, B= 2)’,2, C=3x, D= Exﬁ E =Xy x,
Corrected Sum of Squares and Cross Products:
—_A - _C AZ C? AC
Y=N X=N Syy=B-—N- Sxx= D-'T— Syx= E-—N—'
Date Completed: _____ Completed by
Use additional sheets if necessary. Page of

Complete WORKSHEET 1R for other chemicals or continue to WORKSHEET 2R.
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WORKSHEET 2R inferenceina Simple Linear Regression

_See Section 6.1 in "Methods for Evaluating the Attainment of Cleanup Standards”, Vol. 2
SITE:

CHEMICAL:
NUMBER(W) AND DESCRIPTION { 1]
WELL: _ _
Numbers in square brackets [] refer to the Worksheet from which the information may be obtained.

Estimating Regression Coefficients

NUMBER(C) AND DESCRIPTION |2 OR 8]

Syy [IR] = | | Number of collectable
samples [IR] = N =
Sxx [IR]= | | Mean of y; [IR] = gy =
Syx [1R] = | | Mean of x, [IR] = x =
Type 1 error Estimated slope [IR], b, = & = .
probability ope LIRS Dy Sxx -
o =
Estimated Intercept [IR], by = §- (b1*%) = | ]
§2
Sum of squares due to error [IR], SSE = Syy - §§' =

Degrees of freedom, Df = N-2 = | |

Critical value from table of t-distribution (Appendix A.1)
for specified values of (1 -—%’)ande = t = | |

Mean Square Error, MSE = ot

Standard Error of the Slope, s(b;) = '\/%—sﬁ =
Upper Two Sided Confidence Interval >
for Slope: by +t * s(b)) =

Lower Two Sided Confidence
Interval for Slope: b, - t * s(b,) =

Calculating Prediction Limits

Value of x, at which concentration is to be predicted = I I
Predicted value, § =bg+byx,= [ |

- %)2
Standard Exror of Predicted Value = S¢ \/ MSE(1+ L+ By [
Upper Two Sided Confidence Interval for Prediction = 9’5’-‘ t*S¢= |y
Lower Two Sided Confidence Interval for Prediction = § - t *S¢ =

Date Completed: _____ Completed by

Use additional sheets if necessary. Page____ of
Complete WORKSHEET 2R for other chemicals

lﬂ
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APPENDIX D: MODELING THE DATA

A modd isamathematical description of the process or phenomenon from which the data
are collected. A modd providesaframework for extrapol ating from the measurements obtained during the
data collection period to other periods of time and describing the important characteristics of the data.
Perhaps most importantly, amode servesasaforma description of the assumptionswhich arebeing made
about the data. The choice of datistical method used to andyze the data depends on the nature of these

assumptions.

Thereaults of the atistical analysismay be sengtiveto the degree to which the dataadhere
to the assumptions of the andysis. If the Satistical results are quite insengtive to the vdidity of aparticular
assumption, the satistical methodsare said to be* robust” to departures from that assumption. On the other
hand, if the results are senditive to an assumption so that the results may be substantialy incorrect if the
assumption does not hold, the vaidity of that assumption should be checked before the results of the

anadlysis are used or given credence.

After seady state conditions have been reached, the modd assumed to describethe ground
water dataisthe equation in Box D.1.

Thelaboratory messurement, X, Will be expressed in measurement units selected by ether
the lab or the management of the cleanup effort. All termsinthemode equation must havethe same units.
The samples on which the measurements are made can be identified by the time and |location of collection.
In the modd above, the location is indicated by the well identifier w. For wdls in which samples are
collected at different depths or by different sampling equipment, a more extensive set of identifiers and
subscripts will be required. If the parameter being tested represents a group of wells (eg., an average
concentration in severd wdls), X, represents the combined measure and w refers to the group of wells.
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where

How

Su(t)cw

Eicw

Box D.1
Modeling the Data

The model assumed to describe ground water data after steady-state
conditions have been reached is:

Xiew =Hew +Su(tiew + Zew + Etcw D.1)

lab measurement of chemical ¢ for the sample collected at
time t for well w.

long-term (or short-term) average concentration for chemical
c in well w.

a seasonal pattern in the data for concentration of chemical ¢
in well w, assumed to repeat on a regular cycle. The
subscript u(t) designates the point in time within the cycle
when the sample was collected. In most situations the term
su(t?cw .will c?rrcspond to a yearly f:)fclc. associated with
yearly patterns in temperature and precipitation.

serially correlated normal error following an auto-regressive
model of order one (Box and Jenkins, 1970). (Note:
seasonal auto-correlations are assumed to be negligible after
the seasonal cycles (Su(t)cw) have been removed). The
correlation, p, between two measurements separated by time
t (in months) is assumed to be p = Rt where R is the
correlation for measurements separated by one month.

independent normal errors.

This modd for the data assumes that the average leve of contamination is congtant over
the period of concern (either ashort or very long period). However, the actua measurements may fluctuate
around that level due to seasond differences, lab measurement errors, or seridly corrdated fluctuations
(described below). The purpose of the satistical test isto decideif thereis sufficient evidenceto conclude

that |, is less than the deanup stlandard in the presence of this variagbility.
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Because the primary cydica force affecting the ground water system is dimatic, in most
Situations the seasond term will have a period of one year. In some climates there are two rainy seasons
and two dry seasons, possibly resulting in a seasond pattern of a haf year. The connection between the
seasonal pattern in the ground water concentrations and the climatic changes may be complex such that
both patterns may have the same period; however, the shape of the patterns, the rdative times of maximum
rainfal or the maximum or minimum concentretions, may differ.

Ground water concentrations a points closetogether intime or space arelikely to be more
gmilar than observationstaken far gpart in time or space. There are saverd physical reasonswhy thismay
be the case. In satigtical terms, observations taken close together are said to be more corrlated than
observations taken far apart.

The serid correlation of observations separated by atime difference of t can be denoted
by r (t), wherer isthe Greek letter rho(r ). A plot of the serid correlation between two observationsversus
the time separating the two observationsis called an auto-correlationfunction. The modd above assumes
that the autocorrelation function has the shape shown in Figure D.1, which is described by theequationin
Box D.2.

Box D.2
Autocorrdation Function

r)=R (D.2)

where R isthe serid correlation for measurements separated by a month, and t isthe time
between observations in months.

If the serid correlation of the measurements is zero, the data behave as if they were
collected randomly. As the correation increases, the amilarity of measurements taken close together
reldive to al other measurements becomes more pronounced. Figure D.2 shows smulated datawith seridl
correlations of 0.0, 0.4 and 0.8. Seria correlations are aways between -1 and 1. However, for most
environmentd data, serid correlaions are usudly between 0 and 1, indicating that measurements taken
close together in time will be more dike than messurements taken far apart.
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FigureD.1 Theoretical Autocorrdation Function Assumed in the Modd of the Ground Water Data

0.9
08
0.7
0.6
05
0.4
03
0.2
0.1

Serial correlation

Time beween observations

Many common datistica procedures will provide incorrect conclusons if an existing
correlaion in the data is not properly accounted for. For example, the variability in the data may be
inappropriately estimated. Proper selection of asmple random samplefor estimating the mean guarantees
that the errors are uncorrelated. However, when using a systematic sample (such as for ground water
samples collected at regular intervals), the formulae based on arandom sample provide a good estimate
of the standard error of the mean only if thereisno serid correation. With serid correlaion, acorrection
term is required. For the autocorrelation function assumed above, the correction term increases the

standard error of the long-term mean and decreases it for the short-term mean.

The autocorrdation function can have many different shagpes, however, in generd,
correlations will decrease asthe time between observationsincreases. If the samples aretaken farther gpart
in time, the correction becomes less important

The error term, e, represents errors resulting from lab measurement error and other

factors associated with the environment being sampled and the sample handling procedures.
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Figure D.2 Examples of Data with Serid Correlations of 0, 0.4, and 0.8. The higher the seria
correlation, the more the distribution dampens out.

Serial Correlation =0

Concentration

Time

Serial Correlation = 0.4

Concentration

Time

Serial Correlation = 0.8

Concentration

Time
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Different models may be used to describe the data collected during the trestment phase and
the post-treatment assessment phase because either (1) the characteristics of the datawill be different, or
(2) different information about the measured concentrations is of interest. The statistical procedures
discussed in Chapter 6 to be used during trestment are therefore different from those discussed in Chapters

8and 9 for ng attainment of the cleanup standards.

There are two terms which have been excluded from the model above and could be used
to modd ground water concentrations in some Situations. These are adope (or trend) term and a spatid
correlation term.

Inmany Stuaionsit isreasonableto assumethat thegenerd level of contaminationisether
gradudly decreasing or gradudly increasing. It may be desirableto assumeafunctiona form for thischange
in concentration. For example, the concentration may be considered to be decreasing linearly or
exponentidly. A revised model with alinear trend term is presented in Box D.3.

If the dopeis not zero, asin themode in Box D.3, then the ground water is not at steady
state. If the dope is pogitive, the concentrations are increasing over time. If the dope is negative, the
concentrations are decreasing over time. If concentrations are below the cleanup standard and are
increasing over time, the ground water may be judged to attain the cleanup standard; however the cleanup
standard may not be attained in the future as concentrations increase. Therefore, the ground weter in the
sampled wellswill bejudged to attain the cleanup standard only if (1) the sdlected parameter is Sgnificantly
less than the cleanup standard, and (2) the concentrations are not increasing. This decision criteria is
presented in Table D.1.

Themodd in Box D.3 does not include spatid correlation. In this guidance, itisassumed
that the results from different wells (or different depths in the same well) are combined using criteria
developed based on expert knowledge of the site rather than by fitting satistical models. For this reason
agpdid corrdation has not been included.
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Box D.3
Revised Modd for Ground Water Data

A revised modd with alinear trend term would be:

Xeow = Qow + bcwt +Su(t)cw + Ziow + Eow (D3)
where
B, = thechangein concentration over time for measurements of chemicd cinwell
W.
a, = theconcentration of chemicd cinwdl w a time zero, usudly &t the beginning

of sampling. Note that a, = [y, if bgy = 0.

TableD.1 Decision criteria for determining whether the ground water concentrations attain the

cleanup standard
Test for dgnificant dope bew (Equation D.3)
Test for parameter (mean or
percentile) lessthanthe cleanup | by, Sgnificantly greater than | by, not Sgnificantly greater
standard (Equation D.2) zero than zero
Parameter is Sgnificantly lessthan Ground water is Ground water from the
the cleanup standard contaminated tested wells attains the
cleanup standard
Parameter is not Sgnificantly less Ground water is Ground water is
than the cleanup standard contaminated contaminated
D-7
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APPENDIX E: CALCULATING RESIDUALSAND SERIAL
CORRELATIONSUSING SAS!

Severa daigtica programs can be used to make the cal culations outlined in this guidance
document. Although these programs can be used to perform the required calculations, they were not
specificaly designed for the gpplication addressed in this document. Therefore, they can only be used as
apartia aidfor the procedures presented here. Only one of the many available statistical packages, SAS,
will be discussed below in the example. This example makes no attempt to thoroughly introduce the SAS
system, and no endorsement of SASisimplied. Help from a gatigtician or programmer familiar with any
software being used is strongly recommended.

The basic quantities discussed in the Sections 5.2.3 and 5.2.4 can be calculated using one
of severd datistical procedures available in SAS. Among them are PROC GLM, PROC ANOVA, and
PROC REG (see SAS Users Guide: Satistics, SAS Indtitute, 1985). All of these procedures require
specifying a linear model and requesting certain options in the MODEL statement. A SAS data set
containing the data to be used in the andysis should first be created (see SAS Users Guide: Basics, SAS
Indtitute, 1985). In the data set, the observations should be listed or sorted in time order, otherwise the
caculated serid correlations will be meaningless.

Given below isan example of aSAS program usng PROC REG that will subtract seasond
means from the observed concentration measurements and caculate the required first order seria
correlation of the resduds.

PROC REG DATA = CHEM1,
MODEL CONC = SEAS1 SEAS2 SEAS3 SEASA/NOINT,DW;

In the program, CHEM 1 isthe SAS data set containing the following variables: CONC,
the concentration measurement of the ground water sample; TIME, asequence number indicating thetime
at which the sample was drawn; Y EAR, the year the sample was drawn, and PER, the period within the
year in which the sample was drawn. For thisillugtration, data were collected quarterly so that PER = 1,
2, 3, or 4. The variables SEAS1 through SEAS4 areindicator variables defined at aprevious DATA step.
For each observation, these indicator variables are defined as follows: SEASL = 1if PER =1, and is O,
otherwise, SEAS2 = 1if PER=2, andisO

IMention of trade names or commercial products does not constitute endorsement or recommendation for use.

Word-searchable version — Not a true copy E-1



APPENDIX E: CALCULATING RESIDUALS AND SERIAL CORRELATIONSUSING SAS

otherwises SEAS3 = 1if PER = 3, and is O, otherwise; and SEASA = 1if PER = 4, and is O, otherwise.
Creation of these indicator or "dummy" variablesis required if PROC REG is used. On the other hand,
dummy variables are not required for PROC ANOVA or PROC GLM. Notethat in this example, the
vaiable TIME is not included as an independent variable in the model.

The modd statement specifies the form of the linear modd to be fitted. In the example,
CONC is the dependent variable and SEASL through SEASA are the independent variables. The reason
for gpecifying this particular modd is to have the seasona means subtracted from the observed
concentrations. NOINT is an option that specifies that a "no-intercept mode” is to be estimated. Other
mode's can aso be used to produce the required resdudss, but they will not be discussed here. Findly, DW
isthe "Durbin-Watson" option, which regquests that the Durbin-Watson test (see Section 5.6.1) and the
serid correlaion of the residuas be calculated. The output from the above computer run will 1ook like:

DEP VARIABLE: CONC

SUMOF MEAN
SOURCE DF SQUARES SQUARE FVALUE PROB>F
MODEL 4 580.455 145.114 1051.355 0.000
ERROR 12 1.656 0.138
ROOT MSE 0.3715 R-SQUARE 0.997
DEP MEAN 5.995 ADJ R-SQ 0.996
cVv. 6.197

PARAMETER  STANDARD TFORHO:
VARIABLE DF ESTIMATE ERRCR PARAMETER«=0 PROB>|T]

SEAS1 1 6.778 0.188 36.490 0.000
SEAS2 1 6.025 0.186 36.490 0.000
SEAS3 1 5.134 0.186 36.490 0.000
SEAS4 1 6.042 0.186 36.490 0.000
DURBIN-WATSON D 2.280
1ST ORDER AUTOCORRELATION -.184

E-2
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The firgt part of the output (identified by the heading SOURCE, DF, SUM OF
SQUARES, €tc.) isreferred to asthe "analysis of variance table.” In the "MEAN SQUARE" column of

the table corresponding to the row titled "ERROR," isthe mean square error, <2 . Inthe exampleoutput, si
=0.138.

The second part of the output givesthe"PARAMETER ESTIMATES' for each of thefour
indicator variables, SEASL to SEASA. Because of the way these variables were defined, the parameter
edimates are actually the seasona means, &, &,, &;, and&,, respectively. These seasonal means are used
to calculate the resduals, g, as defined in equation (5.8). The last line of the output shows the serid

correlation of the resdua s as computed from equation (5.14), viz., f  =-184.From Neter, Wasserman,

obs —
and Kutner (1985), d, = 1.73, for N = 16 (16 observations) and p - 1 = 3 (where p is the number of
vaiablesin the mode). Snce D = 2.28 > 1.73, it can be assumed that there is no autocorrelation in the
error terms of the modd!.

As mentioned earlier, PROC GLM or PROC ANOVA candso be used to computethe
required statistical quantities. The interested reader should refer to the SAS users manud for more
informetion.
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APPENDIX F: DERIVATIONS AND EQUATIONS

This gppendix provides background for severa eguations presented in the document. This
background is provided only for equations which cannot be easly verified in a sandard Statistica text. A
smulation study provides the background for the sequentia tests presented in Chapter 9. The smulation
study was supported by Westat. The last section of this appendix incorporates atechnica paper prepared
for publication which summarizes the smulaions.

F.1 Derivation of TablesA.4and A.5

This section outlines the derivation of Table A.4 for determining arecommended number
of samplesto take per year and Table A.5 for obtaining variance factorsfor usein determining samplesize.
Table A.4 is based on the assumption that the number of samples per year will be chasen to minimizethe
total sampling costs while still achieving the desired precison. The assumptions on which the derivetion is
based are explained below. The values in Table A.5 follow directly from the caculations used to obtain
TableA.4.

For afixed sample size test, the cost of the sampling program can be approximated by:

C=E+(Y+nS9m (F. 1)

Where:
C =thetotd cogt of the sampling program;
E = the codt to establish the sampling program;
Y =theyearly cogt to maintain the program;
S=theincremental cost to collect each sample;

n = the number of samples per year; and
m = the number of years of sampling.

This can aso be written as:

C=E+ S(R+n)m (F.2)
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Where R= <. Since E and S are condtants, the total sampling cost can be minimized by minimizing

R + n)m subject to the congtraint that the choices of n and m achieve the desired precison. The total
number of samples collected is:

N=nm (F.3)

Congder the hypothesis test where amean is being compared to a standard and assume
that 1) the measurements are independent and 2) anormal gpproximation can be used. Then thefollowing
equation can be used to determine the required sample size:

2
Nyp=o2 |28 2l (F4)
Cs-1y

Where:
s2 = variance of the individud measurements;

Cs = the cleanup standard to which the mean is being compared,;

Iy = the concentration on which the dternate hypothesis and P we based;
a =the probability of afadse postive decison if the true mean isCs,

b = the probability of afdse negative decision if the true mean is |;

z,., =the 1-a percentile point of the normd digtribution; and

Ng = the required number of independent observations.

Noting that ,ﬁ—:ﬂ is the standard error of the mean based on independent measurements,

equation (F.4) can be rewritten as.

2
2
Neg = -‘—’5- =02 {MLS&} (F.5)
nm Cs-u;

Where: S ﬁm = the standard error of the mean when taking n samples per year over myears (for correlated

observations, the variance of the mean depends on theindividua vaues of nand mrather than just thetotd
number of samples).
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The problem is to sdlect the combination of n and m such that equation (F.5) is satisfied
and the sampling cogts are minimized.

The vaues of n and m which satisfy equation (F.5) depend only dightly on the values of
a, R, Cs, 4, and s 2. For the purposes of estimating the vaues in Table A.4 and A.5, the following

assumptionswereused: a =.10, 3=.10, Cs=1, 4 =.5,and s 2= 1.0, resulting in Ng = 26.3.

The following equation (derived in section F.2) can be used for Ng; for the mean of n
observations per year collected over myearswith alag 1 serid correlation of f .

N (F.6)
(y_«b L 2¢<1-¢N))
10\ N(1-9?)

Nest =

Notethat the serid corrdation in equation (F.6) isthe serid correlation between successive

observations. As the number of observations per year changes, f will also change. If F isthe serial

correlaion between monthly observations, then  f =8/ F .

Thevauesin Tables A.4 and A.5 were caculated using the following procedures:

1)

)
3

(4)

For selected values of F and n, calculatef and use a successive approximation
procedure to determine m such that the criteriain equation (F.6) are met.

Thevduesin Tadble A5 ae N—r;“ , or the effective number of samples per year;

For each cdculationin step (1) and for sdlected vaues of R, cdculatethe sampling
cost using equation (F.2).

Using al the sampling costs calculated for the selected valuesof F , n, and R,

determine the vaue of n which has the minimum sampling cost. Show thisvauein
Table A4.

F-3
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F.2 Derivation of Equation (F.6)
A series of periodic ground water measurements following an auto-regressive (AR(1))

process can be described by the following equation (see Box and Jenkins (1970) for details):

x=U+ g@at.i=u+zt (F.7)

where:
X = the measurement a timet;

W = the long-term (attainment) mean concentration ;

f =the serid correation between successve measurements,

a = arandom change from the measurement at timet-i totimet suchthat x, - f x.; = a.
The g, are assumed to be independent and have amean of zero and avariance of

€ and

z = the difference between the mean being estimated and the measurement & timet. The
vaues z will have amean of zero.

The mean of N successve obsarvationsis

1 N-1 1 N-1
xzﬁ-lgoxt,kzu+ﬁh§ozt_k=p+z. (F.8)

The variance of z and &, are derived below. Note that the variance of x and z arethe
same, written V(%) = V(z); dso, V(8) = V(@).

The following relaionships are used in the derivation of the variance:

-1-};=1+¢+¢2+¢3+... (F.9)
and
lllﬁ=1+q>+¢2+...+¢N'2+¢N'l (F.10)
F-4
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F.2.1 Varianceof z

Thevaianceof z is

: 2

V) =E [22 - E[]’] (F.11)
Here E[ ] indicates the expected vaue of the term inside the brackets.

Since E[z] is zero, the variance can be written &s,

V(z)=E [z&] (F.12)
- ]21
=E ’
go‘f”at | (F.13)
o0 1
=~.E|:2¢2ia3- (F.14)
i=0

Since the expected value of dl the cross product terms are zero (i.e., E[zz,]=0, for i00),
they have been dropped from the summation.

V(z) = Y E[¢%ag] (F.15)
i=0
Viz)= D $%E[a3] (F.16)
=0
Since 5[3121] = g2,
V(Zt)=£2§:¢2i=e2(l+¢2+¢4+..) (F.17)
i=0
F-5
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Using equation (F.9):
€2
V(zy) =—— =02
(@) =7 )
F.2.2 Variance of @
Note that @ can be expressed as

;=ﬁ2(

Thislast relationship isillugtrated in the Table F.1 for the case where N = 3,

Thevaianceof @is
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1-¢i+l
1-¢

o b (2

1¢N)¢1-N+1)

vé)=E [52- E[ 1]?]

Since E[@] is zero, the variance can be written as,

v@ =E [2]

— (1 i-N+1
)a‘_i +f11_ 2& (( HN)¢i
=]

F-6

1-¢

i

]

(F.18)

(F.19)

(F.20)

(F.21)

(F.22)
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TableF.1 Codfficients for the terms a, a.;, €tc., in the sum of three successive correlated

observations
term
observation ax . &2 a3 44 a5

7= 1 ¢ I ® ¢ .
21 = 1 ¢ ¢2 ¢3 ¢* |
Z= 1 ¢ 2 ¢
- _ 1 102 143 -3 (19307 (1-43%3

3 3d-0) 3(-¢)  3(1-0) 3(1-0) 3(1-¢9)

Since the expected value of al the cross product terms are zero (i.e., E[zz.]=0, for i00)
they have been dropped from the summation.

N-l 2 . 2
1 1- ¢1+1 (1_¢N)¢|-N+1 2
V@) = E[ 5 =20 ( o ) N2 Z ( » ) at-1:| (F.24)

2
1 i-N+1
Vﬁ)--Z ( o ) E[aZ] + NZZ ((lﬁf +) E[a2] (F.25)

Since E[aZ] = €2,

- 82 2 . 2 had : 2
V@)= 1-¢i+! 1- -N+1 F.26
@ N2(1_¢)2[::ZO( oH1)" 4 i;XN(< o )J (F.26)

- g2 -1 . . - 2 .
V@) = 1-20i+14+2i+2 0Ny o2i+2 | (E.
@ Nz(l_q,)z[l:é:)( 2941447) + 3 (-9 +J (F.27)

Using equations (F.9) and (F.10):

V@)=

-oN -&2N
N2(1.¢)2(N'2¢(1 D, 2L, (g gn2 & ) (F.28)

(1-¢) (1‘¢2) (1-¢2)
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This can be smplified to:

2 __ € ( 26(1-¢N)
V(i)acnmsN(l-¢)2 (l N(l-&)) (F.29)
Combining equations (F.5), (F.18), and (F.29):
Np=Zo oY@ _ N
ol va) (1“4’ 1- 24’(1‘4’")) (F.30)
1-¢ N(1-4?)

Note that the denominator in equation (F.30) hastheterm (%) multiplied by a* correction

term” which isusudly close to 1.0 and gpproaches 1.0 as the sample Sze increases.
F.3 Derivation of the Sample Size Equation

When the variance is known, the sample size for ahypothesistest of the meanisshownin
equation (F.4). When the variance, s 2, is to be estimated from the data, use of the t dtatitic is

recommended, as shown beow, where $? isthe estimate of s 2;

2
N = 82 {Edﬁl-g-siﬂﬂ—ﬁ} (F:31)

To use this equation, the recommended procedure is to substitute the norma satistic for
thet statistic (e.9., z.5 for ty.1.1.5), Calculate a preliminary sample size from which the degrees of freedom
can be estimated, and usethisto determinet and anew estimate of the sample size. For small samplesizes,

athird or fourth estimate of the sample size may be required.

Using equation (F.31) the exact sample sze satisfies the following equation:

INFLIB Y tNL-I:l-u}z (F.32)

Sample size (t) = N, = &2 {
Cs-py
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Using the conditions which satisfy equation (F.32), the calculated sample size using (F.4)
would be;

Ne{z1p + zl-a}2
{tN-151-B + N300}

Sample size (z) =N, = (F.33)

The difference between these two sample size estimateswherea =.10and b =.10is
showninfigure F. 1.

Figure F.1 Differences in Sample Size Using Equations Based on a Normal Didiribution (Known
Variance) or at Statistic, Assuminga =.10and b =. 10

2.5 4
. LA
2 . .0...0.00.....‘..........
1.5 4
Sample size (t) -
Sample size (z)
14
0.5 +
0 ¥ t f } t {
0 5 10 15 20 25 30

Sample size (t)

Note that the difference in the sample sizes using equations (F.4) and (F.31) is fairly
constant over awiderange of possible samplesizes. Thisproperty can be used to estimate the samplessize
based on equation (F.31) from equation (F.4). Thus:

2
N, ~ 82 {_Z.LB._‘."_ELQ} +K (F.34)
Cs-1y
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where K isaconstant which will depend on a and b. Table F.2 tabulatesK at a sample size of 20, for
selected values of a and b.

The equations for sample sze in the text use equation (F.34) withK = 2.

TableF.2 Differences between the caculated sample sizes using a t distribution and a norma
digtribution when the samples size based on thet digtribution is 20, for sdlected values of
a (Alpha) and 3 (Beta)

Alpha
Beta 25 10 .05 .025 .01
25 0.8 12 16 2.1 2.7
.10 12 14 17 2.0 2.6
.05 16 17 19 2.2 2.7
.025 21 2.0 2.2 25 29
.01 2.7 2.6 2.7 2.9 3.2
F.4 Effective Df for the Mean from an AR1 Process

The following formula is appropriate for estimating the variance of the mean of n

observations from an ARL series, assuming alarge sample sze:

s2 (1+ §)

$°mean = 1 a- ¢

(F.35)

If the serid correlation is assumed to be zero then, %, the estimated variance of the data,
has ascaled chi-square distribution with n-1 degrees of freedom. The mean of achi-square distribution is

n, the degrees of firedom, with a variance of 2n. Thus, the coefficient of variation squared is

m :—2:

2 u_ 2
u u-
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With zero serial correlation, f will have a mean of zero and variance of + (Box ad

1+f

Jerkins, 1970). Theterm L7 » 1+ 2f (for small f ) has a mean of roughly 1 and a variance of

approximately £ . The o is also approximately % gncethemean . 1.

Asauming alarge sample size, the cv of the product of two estimatesis equal to the square
root of the sums of the squares of the cv's for each term if the terms are independent (which will be true
if the serid corrdation is zero). Thus, the cn? of &, is roughly the sum of two cn,'s:1) the chi-square
digtribution, and 2) the correction term based on f. Thusthe

2 4 2 4 6
ov2 of Pmean * Gy 5™ @D * @D ~ @D (F.36)

Assuming that the distribution of S, isroughly chi-square, then the effective number of

i 1 -1
degrees of freedom for e isN’ Where %= -2 oru'= (”3 )

Smulaions gppear to be consgtent with thisresult whenf =0, and suggest that the number
of degrees of freedom drops further when f > 0.

F.4 Sequential Testsfor Assessing Attainment

The following paper, prepared by Westat, has been included in this appendix as it was
submitted for publication.
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Assessing Attainment of Ground Water Cleanup Standards Using
Modified Sequential t-Tests

By John Rogers, Westat, Rockville Maryland*

Assessing the attainment of Superfund cleanup standards in ground water can be complex due to
measurements with skewed distributions, seasonal or periodic patterns, high variability, serid
correlations, and censoring of observations below the laboratory detection limit. The attainment
decisonisfurther complicated by trends and transent changes in die concentrations as aresult of the
cleanup effort. EPA contracted Westat to prepare a guidance document recommending statistical
procedures for assessing the attainment of ground water cleanup standards. The recommended
datistica procedures were to require a minimum of satistica training. The recommended procedures
included a sequentia t-test based on yearly average concentrations.

Further research and smulations by Westat indicate that modifications of the sequentid t-test have
better performance and are easier to usethan the origindly proposed sequentid t-test, particularly with
highly skewed data. Thispaper presentsthree modifted sequentia testswith smulation results showing
how the sequentia t-test and the modifications perform under a variety of Stuations smilar to those
found in thefield. The modified tests use an easy-to-ca culate approximation for thelog likelihood ratio
and an adjustment to improve the power of the test for smal sample szes. Using the log transformed
yearly averagesimprovesthetest performancewith skewed data. Expected sample sizesand practical
considerations for gpplication of these tests are also discussed.

Key words. Sequentid t-test, Smulations, Ground water, Superfund.
1. Introduction

EPA contracted Westat? to prepare a draft guidance document recommending sampling and statistical
methods for evaluating the attainment of ground-water cleanup standards at Superfund Sites. The
recommended gatistical methods were to be applicable to a variety of site conditions and be able to be
implemented by technicd gaff with aminimum of satistica traning.

The draft document included an introductionto basic statistical procedures and recommended avariety of
datistical methods including a sequentid t-test. Although the sequentia t-test has severd advantages for
testing ground water, one sgnificant disadvantage is the rdaive complexity of the caculaions, requiring
use of the non-central t distribution. Additiona research was undertaken by Westat to find an dternative
to the standard sequential t-test whichiseasier toimplement. As part of thisresearch, smulations have been
used to evauate the performance of the sequentia t-test and several modifications of it.

This paper presents these smulation results showing how the sequentia t-test and the modified tests
perform under avariety of stuations amilar to those found in the field.

The Problem of Assessing Ground Water at a Superfund Site

The history of contamination and cleanup at a Superfund site will result in ground water contaminant
concentrations  which generally (1) increase during periods of contamination, (2)

This research was supported by Westat.
2EPA contract 68-01-7359
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decrease during remediation, and (3) settleinto dynamic equilibrium with the surrounding environment after
remediation, a which point the success of the remediation can be determined.

Specifying the attainment objectives and assessing attainment of cleanup standards can be complicated by
many Ste specific factors, including: multiple wells, multiple contaminants, and data which have seasond
patterns, serid corrdations, sgnificant lab measurement variation, non-constant variance, skewed
digtributions, long-term trends, and censored va ues below the detection limits. The generd characterigtics
of groundwater quality datahave been discussed by Loftiset d. (1986). All of thesefactors complicatethe
specification of an gppropriate datisticd test. Figure 1 illudtrates the variation which might be found in
monthly ground water measurements, using Smulated observetions.

The Statistical Problem to be Discussed

The following statistical problem is addressed in this paper. Suppose remediation is complete and any
trangent effects of the remediation on the ground water levels and flows have disspated. Wethen wish to
determine if the mean concentration of acontaminant, L, islessthan the rdevant cleanup sandard, |,. The
ground water will be judged to attain the cleanup standard if the null hypothesis, Hy: 1 $ 4, can beregjected
based on a datitical test. The power of the test, the probakility of rgjecting the null hypothess, isto bea
when 1 = W, For a specified dternate hypothesis, Hy:u = 1y (0 < 4 < 1) the power isto be 1-3, where 3
is the probability of afadse negeative decison (the probability of incorrectly accepting the null hypothesis).

The datidtica tests conddered inthis paper arethe sequentid t-test for comparing means and modifications
of this test. Using a sequentia procedure, atest of hypothesis is performed after each sample, or set of
samples, is collected. The test of hypothess results in three possible outcomes, (1) accept the null
hypothesis, (2) regject the null hypothesis, or (3) continue sampling. The hypothes's is tested based on the
nground water samples, x; to x,,, collected prior to thetest of hypothess. The sample Sze at thetermination
of the test is a random variable. The power and sample size distribution of the sequentia tests were
evauated usng monte carlo smulations. For the smulations the following parameters were varyed: the
mean, standard deviation, detection limit, proportion of the variation which is seridly correlated versus
independent, lag 1 serid correlation, dpha and beta, distribution (normd or lognorma), and . For dl
gmulations 1y isset at 1.0. 1000 smulationswere made for each set of parameterstested, unlessotherwise
noted. Simulations were performed using SAS version 6.

Section 2 reviews and compares the fixed sample size and sequentid t-tests. Sections 3 and 4 discussthe
performance of the t-test and several modifications when gpplied to normally distributed and independent
observations. The performance of the sequentid tests when applied to smulated ground water data is
evauated in Section 5. Section 6 discusses the results and presents the conclusions.

2. Fixed Versus Sequential Tests

The fixed sample size test and sequentid t-test are reviewed briefly below, emphasizing factors which are
relevant to the development of amodified test and for sdlecting atest for assessing ground water.
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Fixed Sample Size t-Test
The fixed sample sze t-tet, familiar to many users of satistics, requires the following steps:

(@) Estimate the variance of the future measurements, $2, based available data;
2 Determine sample sze n, such that

(ta,n-1 + tg,n-1) & )
n= > (1
( U1-Ho e (@)

wheret, . ; isthea percentile of thet distribution with n-1 degrees of freedom.
3 Collect n samples and messure the contaminant concentrations,
(4)  Cdculatethetest satistic t, with n-1 degrees of freedom,

XMoo X e %2

where: t= - ,x-zln and sgx= ;n(n-l),and
= =

) Conclude that the ground water attains the cleanup standard if t <t, ,, ; otherwise, accept the null

hypothesis that the ground water does not attain the cleanup standard.

The t-test does well to preserve the power of the test a the null hypothesis when the data have aroughly
normd distribution. However the power at the aternate hypothesis depends on the the accuracy of the
initial variance etimate, $2. Thus the fixed sample szetest fixesa and n, leaving 3 varigble.

Standard Sequential t-Test

With normally distributed independent observations and known s2, an optimal sequential test is the
sequential probability ratio test (SPRT) (Wald 1947). When s? is unknown, as here, one approach is
provided by the sequentid t-test which statesthe null hypothesisinterms of the unknown standard deviation
(Rushton 1950, Ghosh 1970, and others). For testing hypotheses about means, an adternative heuristic
solution replaces the unknown variance by the sample estimate at each step in the sequentid test (Hall
1062, Hayre 1983). This second version of the sequentia t-test can be used to compare the mean to an
established cleanup standard. Liebetrau (1979) discussed the application of this test to water qudity

sampling.
The stepsin implementing the sequentid t-test for comparing the mean to a sandard are:

@ Collect k-1 samples without, testing the hypothesis.
(20  Collect one additiona sample for atotal of n samples collected so far and calculate:

t=2"KB0 5. _0, 5 =-F1HO. eq.(2)
Sx Sx

3 Cdculate the likelihood ratio:

fr-1t1d3 =91)
L=—2 (eq. 3)
fn-1(t 1 3 = So)
wheref, ; (t |d) isthe dengty of the noncentrd t distribution with n-1 degrees of freedom, and noncentrality
parameter d.
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4 If L > 1a—b then rgect the null hypothesis and conclude that the ground water attains the acleanup
standard,

if L < % then accept the null hypothesis that the groundwater does not attain the cleanup
standard, otherwise, return to step (2) and collect additiona samples until adecision is reached.

Unlike the fixed sample size tes, for the sequentid test, a and 3 arefixed and nisvaridble.
Comparison of the Sequential and Fixed Sample Size Test

Table 1 compares the sequentia and fixed sample size tests based on severa characterigtics. The choice
of which test to use depends on the circumstances in which the test is to be applied.

Tablel Comparison of the fixed sample size and sequential t-test
Characteridic Sequentia t-Test Fixed Sample Sizet-Test
Power Fixed a the null and dternate Fixed at the null hypothess.
hypothesis Power at the dternate hypothesis
depends on the estimate of
measurement variance used for
caculating sample Sze.
Sample Sze Subject to variation, often less Fixed
than for afixed sample Sze test
with the same power
Sampling Workswell if the time between Workswdl if the sample
collection of samplesislong collection period is short relaive
relative to the andysistime. to the andysistime,
Estimate of the Biased Unbiased
mean
Ease of Standard test requires tables of Useswidely available tables
Caculation the non-central t distribution
which are not generaly available.
Modified test reported here can
be easly caculated

Application of the Sequential Test to Ground Water Data

For testing contaminant concentrations againg a cleanup standard, the sequentid t-test has some distinct
advantages. (1) ground water sample collection is sequential with sample andys's time often short
compared to the sample collection period, (2) agood estimate of measurement variancefor calculating the
sample size for the fixed test may not be available, (3) for ng attainment, the objectiveisto test a
hypothesis rather than to obtain an unbiased estimate of the mean or congtruct a confidence interva, (4)
reducing sample size can be important when the cost of laboratory sample andysisis high, and (5) if the
concentrations at the Site are indeed below the cleanup standard, maintaining the power a the aternate
hypothesis can protect against incorrectly concluding that additional costly cleanup is required. For many

users, the main disadvantage of using the standard sequentia t-test is the relative complexity of the
cdculations.
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3. Power and Sample Sizes for the Sequential t-Test with Normally Distributed
Data

For the purpose of describing the smulation results used to determine the power of the sequentia t-test,
define thescal e factor astheratio of the standard deviation of the measurementsto the difference between
the means for the null and dternate hypotheses:

Scale factor = .
Ko -H1
Also lot i,y designate the sample sze for afixed sample Sze test with the sarne nomina power as the
sequential test being discussed, where ny, is ca culated using the known variance, s 2, setinthesmulation.
For the fixed sample S ze tes, the scde factor is proportiond to the square root of the sample size, .
Aswill be shown later, the scalefactor isaso roughly proportiond to the square root of the average sample
szefor the sequential test.

Although the power of the sequentid t-test gpproachesthe nomind levels((a at |, and 1-R at ) for large
sample szes, the power curve at smal sample sizes dependson a, (3, and the scale factor. Figure 2 shows
the power and sample sze of the sequentia t-test using normaly distributed datawitha = 0.05, 3= 0.05,
and ascaefactor of 1.6. Also shown are the nominal power at the null and aternate hypothesis and the
sample sizefor the equivaent fixed sample Sizetest, ny,oq. The power at the null hypothesisis close tothe
nomind levd of a. At thedternate hypothess, the power issgnificantly lower than the nomind levd of 1-b.
The average sample s ze reaches amaximum when the true mean ismid-way between the null and dternate
hypotheses.

Table 2 presents the false positive and fal se negative rates for the sequential t-test for values of (a,b) of
(0.1,0.1),(0.01,0.1) and (0.01,0.01), u &t the null and adternate hypothesis, and the scale factor = 0.4 and
3.0. Thefdse pogtive rates are less than (i.e. conservative) or smilar to the nomina levels. However, the
fase negdtive rates are sgnificantly higher than the nomind level.

Table2 Simulated power of the sequential t-test

Scd esfactor False positiverate, a False negative rate, b
mg- m, Fﬁgg;pnoggggze Nomind | Simulated Nominal Smulated
0.4 3 0.10 .005 0.10 .188
04 5 0.01 .000 0.10 .265
0.4 7 0.01 .000 0.01 .249
3.0 61 0.10 113 0.10 232
3.0 120 0.01 .016 0.10 201
3.0 196 0.01 011 0.01 .103

Severa modifications, which are discussed bel ow, were consdered to improve the power of thetest. Note
that equations (2) above can be rewritten as:

% - -h -h
(=X2h0 5 BO-T0 5 _B1-70, eq. (4)
S% sx S%

where hy = 1. For the sequentid t-test, the nomind probability of accepting the hypothessH: 1= isthe
same for both of the following tests:
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Ho: L= b againgt Hy: =, power at [y =a, |y = 1-b (i.ehy = ); and
Ho: W= against Hy: i =, power a h=a, |y = 1-b (i.ehy = W);

Based on this symmetry, the nomina power of the sequentid t-test isthe same whether hy =y or hy = |y
In practice, hy servesasthezero point around which the parameters for the non-centrd t distribution are
cdculated rather than the mean vaue a which the power is maintained, asin the fixed sample size test. If
the equationsfor the sequentia test are modified to put the zero point mid-way between i, and 1, then (1)
d;= -d,, (2) only one non-centrd t distribution needs to be evaduated, and (3) the power of the test is
symmetric around hy when a = b, i.e. the false positive and fdse negative rates are equal . Although Rushton
(1950) considered null hypotheses other than zero and hy= L, inthis paper ho iscalled the zero point rather
thanthe null hypothesis. To avoid confusion, the terms null and aternate hypothesiswill be used as defined
in Section 1, reflecting the intentions of those performing the test.

Define the center ed sequential t-test by replacing equations (2) by equations (4) and setting the zero
point for the calculations mid-way between |y and |, i.e.:
+
ho =u02 d ! ) eq. (5)
This centered test is used in the following smulations to determine the relationship between power and
samplesize.

Changesin Power with Increasing Sample Size

Figure 3 showsthe fase decision rate (false positive or fase negetive rate) and average sample sizefor the
centered sequential t-test with a and R set at .05, and the scale factor ranging from 0.4 to 3.6. For this
symmeric test, the fase positive and fase negative rates are equa. The fase decison rate at very low
sample Szesis smdler than the nomina leve of .05. As the scale factor increases, resulting in incressing
sample szes, the false decison rate increases to a maximum of roughly three times the nomind level and
then decreases dowly. The average sample sizeisroughly haf of that for the corresponding fixed sample
gze test except at very low sample Szes. Smilar patterns were seen in the false negetive rates when the
zero point was set at the null hypothess.

The good performance of the test at low samplessizesisin part dueto the discrete nature of the sampling.
From the sample just before the termination of the test to the sample which terminates the test, the
likdihood ratio jumpsfromingdethedecison limitsto outsde. With small sample sizes, thelikelihood ratio
may be consderably beyond the decision limits on the last sample. This is equivaent to having more
information than is necessary to make the decision, resulting in improved performance.

Distribution of Sample Sizes

Simulations were used to look at the distribution of sample sizes at the termination of thetest, for selected

vaues of 1 and scade factors of 1.0 and 3.0. Figure 4 shows the didtribution of sample sizes, usng alog

scale, when =, and the scalefactor equals 1.0. The sample sizesare displayed separately for smulations

which rejected the null hypothes's (correct decison) and those which did not. For both decisons a
relatively large proportion of the amulations terminate & a sample size of two. The fdse decison raeis

greater than the nomind vaue by roughly the proportion of Smulations terminating with only two samples.

The modified sequentia test, for which the distribution of samples sizes is adso shown in Figure 4, is

discussed in the next section.
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The generd characterigtics of the sample size digtributions are the same regardless of the conditions
smulated. Samples sizes for the sequentia t-test are highly skewed. For many smulations, the test
terminated with two samples. For those smulations not terminating with two or three samples, the
digtribution of sample szes was roughly log-normal.

4. Modificationsto Simplify the Calculations and I mprove the Power

The poor performance of the centered sequentiad t-test a the dternate and null hypotheses and the
observation that many of the smulations which terminate at two samples contribute to the large fase
decision rates, suggest that a modification to the test might improve the performance. Other authors have
noted this problem and suggested aternate procedures. In particular, Hayre (1983) suggested changing
the test boundaries. Hayre's suggestion is equivdent to multiplying the the log likelihood ratio by the
adjustment factor (n-d)/(n+c) whered < k and ¢$ -d. Based on heurigtic arguments, Hayre concluded that
k, the minimum number of samples, should be at least 5 if alarge sample Size is expected.

When smdl sample sizes are expected, requiring as many as 5 samples before the firgt test of hypothesis
can result in an overly consarvative test. In this research decision rules requiring a minimum of 2, 3, or 4
sampleswere congdered. In addition, the performance of the centered sequentid t-test wassmulated using
adjusment factors of. 1, (n-1)/n, (n-2)/n, (n-3)/n. The simulations used a and P set a 0. 10, 0.05, and
0.01.

Thefalse decision rates for the four adjustment factors, with (a,b) = (0.05,0.05), are shown in Figure 5.
All of the adjustment factors improved the performance of the test by reducing the maximum probability
of afase decison to vaues closer to the nomina vaue. The sdection of an optimd adjustment factor
requires specification of the conditions under which the test isto be used. One adjustment factor might be
chosen if amdl sample sizes are expected, another if large sample sizes are expected. In al cases, thetest
is conservative for low sample Szes, possbly libera for intermediate sample szes, and gpproaches the
nomina vauesfor large sample szes. Over the range of the scalefactor considered in the smulations, the
average fase decision rate for the adjustment factor (n-2)/n was closest to the nomina vaue. Therefore,
this adjustment factor, (n2)/n, with k=3 was chosen for evauation in subsequent smulations.

Approximation for Non-central t

Cdculation of the likelihood ratio using the noncentra t-distribution is difficult because the tables are not
generdly available and are difficult to use. The use of the sequentia t-test can therefore be smplified by
using an gpproximetion to the log likelihood ratio of the two non-centra t-distributions. Rushton (1950)
published three approximations for the log of the likelihood ratio. Wedtat's andyss showed that the
gpproximations performed well, particularly when the zero point for the test was set mid-way between the
null and aternate hypotheses. Using Rushtolf s smplest approximation and the adjustment factor sdlected
above, the equations for the modified sequential t-test become:

ho =HOTEL ;-X-ho 5 _Hi-Ho . eg. (5)
% S5
L =exp tSn-:z\/ -2 ed. (6)
n n-1+2 )’
F-18
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Figure 4 shows the digtribution of samples sizes for the modified test compared to that for the standard
sequentid t-test. Figure 6 showsthe power curve and average sample sizesfor the modified test with (a=13
and scae factor = 1.6. Figure 6 can be compared directly with Figure 2 for the standard sequentid t-test.

Termination of the Test Before a Decision Has Been Reached

Figure 7 shows the digtribution of sample sizes for sdected vaues of |, the mean of the smulated
measurements, using the modified test with scae factor of 1.6. As noted before, the digtribution of the
sample szesisroughly log-normd. The minimum sample Szeis 3 because aminimum of three samplesare
required before the firgt test of hypothesis. The mean sample Size is generdly Smilar to or less than nyjye.
The 95th percentile of the sample sizesislessthan threetimes g,y and, for vaues of 1 dloseto the null and
dternate hypothess, is generaly smilar to or lessthan ny .

Severd authors, including Wald, have suggested thet, for practica purposes, the sequentid test can be
terminated after some fixed large number of samples if the test has not otherwise terminated, with the
decison going to which ever hypothesisis more favored at termination. Figure 7 suggests that a decision
rule terminating the test with a maximum sample Size of three times ny;, 1S reasonable because very few
tests would be terminated early when the true mean is close to the null or dternate hypothesis. When the
mean is mid-way between the null and dternate hypothesi's, acceptance of the null hypothesisis essentidly
random, and early termination will not affect the power of the tet.

Simulations were performed to evauate different termination rules. One hundred Smulaionswererun for
al combinations of: termination a 1, 2, 3, 4, and 5 times ny,,; four scae factorsfrom .4t03.6; (a ==
0.1, 0.05, 0.01; and iy, = 0.5. In addition, 100 smulations were run for dl combinations of. 11 vaues of
p from .35to 1.15; termination at 1, 2, 3, and 4 times the fixed sample size; scalefactor = 1.6; anda =
3 = 0.05. The differences in the power due to early termination were not satistically sgnificant. Early
terminationresulted in adecrease in the average sample sze with g mid-way between the null and dternate
hypotheses, however, with 1 a the null or dternate hypothes's, changes in the average sample Size were,

practicaly spesking, indggnificant.

These reaults indicate that early termination of the sequentid test will have little effect on the power of the
test. Because the fixed sample size is estimated from §2 based on data available before sampling and is
therefore subject to error, it is recommend that sequentia tests not be terminated until the samplesszeis
at least twice the estimated sample sizefor an equivadent fixed sample sizetest. For the smulations reported
inother sectionsof this paper, the sequentid testswereterminated if the sample Size exceeded 5 times .

5. Application to Ground Water Data from Superfund Sites

The modified sequentid t-test performs well with normally digtributed data, having average sample Szes
bel ow those for equivaent fixed sample Sizetestsand power closeto thenomina power. However, ground
water measurements may be skewed, seridly correlated, censored, and have seasond patterns. How well
does the modified test perform with ground water data? Simulations were used to determine how four
sequential tests performed when ng ground-water data.

For dl datitica tests, the following sequentid sample design is assumed: m ground water samples are
collected at periodic intervas throughout the year, with at least 4 samples per year. The samples are
andyzed and the test of hypothesis is performed once per year starting after three years of data are
collected. The number of years of data collectionisn.
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The four datidtica tests evaluated usng the smulations are:

1) Standard sequentia t-test described in section 2 using the yearly averages,

2) Modified sequentid t-test using the yearly averages,

3) Modified sequentid t-test with adjustments for seasond variation and serid correlation:

Remove seasond patternsfrom the datausing one-way andysis of variance. Cdculate the standard
error, &, and thelagl serid corrdation of the resduas, r. Estimate the stlandard error of the mean

as.
1+ m(n-1
s;a‘\/sez L with Df = 20-D),

The effective sample sze is assumed to be one more than the number of degrees of freedom.

Therefore:
Df+1
L“"P(‘ 8 BT \/ bid )

4) Modified sequential t-test with an adjustment for skewness:

Cdculatey = In(yearly average). ESimate the log transformed mean and its sandard error using
the following equations:

Df+1
Lﬂexp(t 5 Df+14\/ Df+12 '

The test gatistic for the sequentia t-test uses:

ho _In(ug) +In(uy) (=I®) -ho 8=lﬂ(m)-ln(uo)
2 Sin(x) Sin(x)

The first, second and fourth tests use the yearly average concentrations, averaging across the within year
seasonad patterns. The serid corrdation between the yearly averages is less than between individud
observations, reducing the influence of correlaion on the test results. The third test removes the seasond
patterns. The standard error of the mean is adjusted by a factor which accounts for the serid correlation,
assuming an AR(1) mode and many observations per year. Although thisassumption may not be correct,
the lag 1 corrdation is expected to dominate the corrdations for higher lags, making the AR(I) mode a
reasonable approximation to the data. The effective degrees of freedom for the standard error isbased on
asymptotic gpproximations. The fourth test is based on the assumptionthat the yearly averageshavealog
normd distribution. For highly skewed data this assumption is more reasonable than assuming a norma
digtribution. The mean and standard error of the mean arefirst order gpproximations based on alognorma
digribution.

The second test was expected to perform well with data which has an approximately normal distribution.
The third test was expected to perform best with highly skewed data. The fourth test was expected to
perform best with datawith significant correlation and little skewness. Smulations were performed to test
these assumptions.
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Simulations

Prdiminary amulations using lognormally distributed data and a factorid design with 100 smulations for
each set of parameterswas used to determine which factors affected the power of the sequentid tests. T'he
factorsin the smulations were: scae factor, proportion of the random variance which is correlated versus
independent; lag 1 correlation; presence of a seasond pattern; proportion of the observations which were
censored; number of samples per year, and p. Andysis of the factorid design dearly indicated that the
skewness and scale factor were most important in determining the power of thetest. The serid correlation
and censoring were aso important. The presence of a cydicad component (which resulted in sgnificant
changes in the variance throughout the year) did not sgnificantly affect the power of the test.

As aresult of these preiminary smulaions, further smulations were run using scale factors ranging from
1.6t04.8,a =R3=.05u= |, Or U4, and the following distributions and sampling designs

Q) Normd digtribution with independent errors and 4 samples per year;

2 Lognorma distribution with coefficient of variation of 0.5, independent errors and 4 samples
per year. This isthe basic digtribution. The following smulations dl are based on changes to
the basic digtribution.

3 The basic digtribution with 12 observations per year;

4 The basic digtribution but more skewed, with a coefficient of variation of 1.5;

) The basic digtribution with censoring of 30% of the data (censored values were set equd to
the detection limit);

(6) The badic digtribution with correlated errors, the serid correlaion between log transformed
monthly observationsis 0.8; and

) Data which are both skewed and correlated, with coefficient of variation of 1.5 and serid
correlation between log transformed monthly observationsis 0.8. For this set of smulations,
the random error was the sum of two components, one random, representing random
measurement error, and the second correlated, reflecting correlations in the groundwater
concentrations. The correlated error made up 75% of the total error variance.

For each test and each st of smulationswith the same digtributiona assumptions, Figure 8 showstherange
in the false pogtive rate across smulations. Figure 9 shows similar informetion for the false negative rate.

As can be seen from Figure 8, the false pogitive rate for the tests are close to the nomind leve of 0.05
when the data have a normal distribution, as desired. For skewed and correlated deta, the fase positive
rate generdly exceeds the nomind leve.

For skewed and correlated data, the false posgitive rate for the standard sequential t-test exceeds the
nomina vaue for dl smulations. The peformance of the modified test and the modified test with
adjustmentsfor seasond patternsand serid correlaionshad smilar fase postiverates. Both of thesetests
are sendtive to correlated and skewed data. The false positive rate for the modified test adjusted for
skewnessislower thanfor the other threetests. Only for correl ated datadoesthistest have afa se postive
rate congstently greater than the nomind level. Censoring resulted in ardative decreasein thefa se podtive
rate. Of the tests based on the modified sequentia t-test, the test with adjustments for skewness had the
lowest average sample sizes and lowest fase poditive rates.

Based on both the average sample sizes and fase positive rates from the smulations, the modified test
adjusted for kewnessis preferred over the other sequential tests. To the extent that the false postive rate
exceeds the nominal leve for skewed and correlated data, the power can be improved
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by using two year averagesinstead of one year averages. Resultsfor the skewed and correlated datausing
two year averages are also shown in Figure 8.

As shown in Figure 9, the fase negative rate for dl tests was generdly similar to or less than the nomina
levd. The fase negative rate for the standard sequentia t-test exceeded that for the procedures based on
the modified test. For al tests, the false negative rate increased greetly in the presence of censoring.
Procedures based on the modified test, the modified test adjusted for skewness had afase negdtive rate
closest to the nomind level under the smulated conditions. Although the average sample sizesfor thetests
were smilar, the test adjusted for skewness had highest average sample sizes. At the dternate hypothesis
no one caculation procedureisclearly preferred, however, the modified test hasfa se negative rates|ower
than the nomina vaue for al but censored observations and is the simplest to caculate.

The sample szesfor the skewed datawere smilar to those for the normaly distributed data for which the
sequertia test required fewer samples, on the average, than the equivadent fixed sample sizetest. Therefore,
itislikely that the sequentid tests would aso have lower average sample Sze than for afixed sample Sze
test where the sample size cal culations accounted for the skewed and/or correlated nature of the data

6. Conclusionsand Discussion

For assessing attainment of Superfund cleanup standards based on the mean contaminant levels using
sequentia tests, the conclusions from this smulation study are:

» Giventhe stuations found at Superfund sites, a sequentia test can reduce the number of samples
compared to the that for an equivalent fixed sample Sze tes;

» The standard sequentid t-test can have fase negative rates greater than the nomind vaue.

* Anadjustment factor can be used to improve the power performance of the sequentia t-test without
gregtly increasing the sample sizes. Different criteriawill result in the sdlection of different adjusment
factors, however, dl of the adjustment factors considered improved the performance of thetest. Inthis
paper, the adjustment factor (n-2)/n was evaluated.

* Useof agmple approximation to the likelihood ratio performs well compared to that based on the
non-centra t distribution;

»  Sampling rules which terminate the sequentia test if the number of samples exceeds twice the sample
sze for the equivaent fixed sample sizetest arelikely to have little effect on the power of the sequentia
t-test;

« A modified sequentid t-test with an adjustment for skewness has the lowest fal se positive rate among
the tests considered and has acceptable fa se negative rates and sample sizesrel ative to the other tests,
and

» All test procedures were senditive to censored data.

The procedures used here set censored va ues equal to the detection limit. Other possible gpproaches place
censored values at half the detection limit or at zero. Further work is required to determine how the
sequentia tests perform using different rulesfor handling values bel ow the detection limit. Thedecisonrule
which places censored vaues a the detection level was chosen to protect human hedth and the
environment when assessing attainment at Superfund Stes.
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The problem of testing multiple wells and contaminants is particularly troublesome when the decison rule
requires that al wdls and dl contaminants must attain the relevant cleanup standards. Even if dl
concentrations are below the cleanup standard, the probability of a fase negative on any one of severd
datistical testsincreases the probability of falsely concluding that additiond cleanup isrequired. Thefase
negative rate for the modified sequential tests considered in this paper are generdly lower than the nomina
vaue for al but censored data. Therefore, use of these tests will generdly not contribute, beyond that
planned for in the sample and andysis plan, to incorrectly concluding that the ground water attains the
cleanup standard unless the data are censored.

All of the power curves are based on the assumption that the stlandard deviation will remain constant asthe
mean changes. Another possible assumption is that the coefficient of variation will remain congtant asthe
mean changes. While the assumption about how the standard deviation changes as the mean changes does
not affect the conclusions presented, the actual shape of the power curveswill depend on the assumptions
made.

Findly, these modified sequentid t-tests can aso be used whenthe dternate hypothessisgreater thanthe
null hypothesis. The results above can be gpplied if the false negative and fa se positive labelsare reversed.
For compliance monitoring, i.e., to answer the question: do the concentrations exceed an action level?, dll
of the modified sequentid tests perform well if the data are not censored. With censored data, dternate
rules for handling the observations below the detection level should be considered.
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Alpha(a) Inthe context of agatistical test, a is probability of a Typel error.

Alternative Hypothesis See hypothesis.

AnalysisPlan The plan that specifies how the data are to be analyzed once they have been collected,
includes what estimates are to be made from the data, how the estimates are to be calculated, and
how the results of the andysis will be reported.

Autocorrdation Seeserial corréation

Attainment Thisterm by itsdlf refersto the successful achievement of the attainment objectives. In brief,
atanment means that site contamination has been reduced to or below the level of the cleanup
standard.

Attainment Objectives The atainment objectives refer to a set of Site descriptors and parameters
together with sandards asto what the desired level should befor the parameters. Theseareusudly
decided upon by the courts and the responsible parties. For example, these objectives usudly
include the chemicals to be tested, the cleanup standards to be attained, the measures or
parameters to be compared to the cleanup standard, and the level of confidence required if the
environment and human health are to be protected (Chapter 3).

Beta (b) Inthe context of adatistical test, b isthe probability of a Typell error.

Binomial Digtribution A probability distribution used to describe the number of occurrences of a
specified event in n independent trias. In this manud, the binomid digtribution is used to develop
dtatigtica tests concerned with testing the proportion of ground water samplesthat have excessve
concentrations of a contaminant (see Chapters 8 and 9). For example, suppose the parameter of
interest is the portion (or percent) of the ground water wells that exceed a level specified by the
cleanup standard, Cs. Then one might estimate that portion by taking a sample of 10 wells and
counting the number of wells that exceed the Cs. Such a sampling process results in a binomid
digtribution. For additiona details about the binomid distribution, consult Conover (1980).
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Central Limit Theorem If X hasadigtribution with the mean L and variance s 2, then the sample mean

X, based on arandom sample of size n has an approximately normal distribution with mean p and
variance % . The gpproximation becomes increasingly good as n increases. In other words, no

matter what the origind digtribution of X (s0 long as it has a finite mean and variance), the

distribution of X from alarge sample can be approximated by anorma distribution. This fact is
very important since knowing the approximate distribution of X alows usto make corresponding
gpproximate probabilistic estimates. For example, reasonably good estimates for confidence
intervals on X can frequently be given even though the underlying probabilistic sructure of Y is
unknown.

Chain of Custody Procedures Procedures for documenting who has custody of and the condition of
samplesfrom the point of collection to the andlysis at the [aboratory. Chain of custody procedures
are used to insure that the samples are not lost, tampered with, or improperly stored or handled.

Clean Attainsthe cleanup standard. That is, ajudgment has been made that the Site has been cleaned or
processed to the point that in the attainment objectives, as defined above, have been met.

Cleanup Standard (Cs) The criterion set by EPA againgt which the measured concentrations are
compared to determine whether the ground water at the Superfund site is acceptable or not
(Sections 2.2.4 and 3.4). For example, the Csmight be set at 5 parts per million (5 ppm) for asite
chemical. Hence, any water that tests out at greater than 5 ppm is not acceptable.

Coefficient of Determination (R?) A descriptive statistic, R=1- &> and 0# R # 1, that provides

arough measure of the overdl fit of themodd. A perfect fit; i.e, dl of the observed datapointsfal
onthefitted regression line, would be indicated by an R? equal to 1. Low vauesof R? canindicate
ether ardatively poor fit of themode or no rel ationship between the concentration levelsand time.
R? is just the square of the well-known correlation coefficient. For more information, see any
standard text book.
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Coefficient of Variation (cv) Theratio of the standard deviation to the mean () for aset of dataor

digtribution. For data which can only have postive vaues, such as concentration measurements,
the coefficient of variation providesacrude measure of skewness. Datawith larger cv'susudly are
more skewed to theright. Thecv providesareative measure of varigtion (i.e., relative with respect
to the mean). As such, it can be used as a rough measure of precision. It is useful to know if the
cv isrdatively congant over the range of the variable of interest.

Comparison-wise Alpha For an individud dtatistica decison on one compound or well, the maximum
probability of afdse postive decison.

Composting Physcaly mixing severd samplesinto onelarger sample, called acomposite sample. Then
either the entire composite is measured or one or more random subsamples from the composite
are measured. Generdly the individua samples which are composited must be the same size or
volume, and the composite sample must be completely mixed. Composite samples can be useful
for estimating the mean concentration. If gppropriate, compositing can result in substantia savings
where the cogt of andyzing individud samplesishigh.

Confidence Interval A sample-based estimate of a population parameter which is expressed asarange
or interva of vaues which will include the true parameter vadue with a known probability or
confidence. For example, instead of giving an estimate of the population mean, say x = 15.3, we
can give a95 percent confidenceinterval, say [x-3, x+3] or [12.3 to 18.3] that we are 95 percent
confident contains the population mean.

Confidence Level The degree of confidence associated with an interva estimate. For example, with a
95 percent confidence interva, we would be 95 percent certain that the interval containsthe true
vaue being estimated. By this, we mean that 95 percent of independent 95 percent confidence
intervas will contain the population mean. In the context of a Satigtica test, the confidence leve
isequa to 1 minusthe Typel error (false postiverate). In thiscase, the confidence level represents
the probability of correctly concluding that the null hypothesisistrue.
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Conservative Test A datidical test for which the Type | error rate (fdse pogtive rate) is actudly less
than that specified for the test. For a conservative test there will be a greater tendency to accept
the null hypothesiswhen it isnot true than for anon-conservative test. In the context of thisvolume,
aconsarvative test errs on the sde of protecting the public hedlth. That isto say, the mistake (i.e,
error) of wrongly deciding that the Siteis clean will be less than the Stated Type | Error Rate.

Contaminated A dteis called contaminated if it does not attain the cleanup standards. In other words,
the contamination level on the Steis higher than that allowed by the cleanup standard.

Degrees of Freedom (Df) The degrees of freedom of an estimate of variance, standard deviation, or
standard error is a measure of the amount of information on which the estimate is based or the
precisonof the estimate. Usudly, high degrees of freedom are associated with alarge sample size
and a corresponding increase in accuracy of an estimation.

Dependent Variable (y;) An outcome whose vaiation is explaned by the influence of independent
variables. For example, the contamination leve in ground weater (i.e., the dependent varigbley) may
depend on the distance (i.e., the independent variable x) from the site incinerator.

Detection Limit Theleve below which concentration measurements cannot bereliably determined (see
Section 2.3.7). Technicdly, the lowest concentration of a specified contaminant which is unlikely
to be obtained when analyzing a sample with none of the contaminant.

Distribution The frequencies (either relative or absolute) with which measurementsin adataset fal within
specified classes. A graphica display of a digtribution is referred to as a histogram. Formally, a
digtributionis defined in terms of the underlying probability function. For example, the distribution
of X, say Fx(t), may be defined as the probability that x islessthan t (i.e., P(x<t)). For the
purposes of this volume, the frequency interpretation is adequate.

Durbin-Watson Test This a test for serid corrdation (pecificdly it is a tet for first-order

autoregression). If the Durbin-Watson test statistic, f s dVeninthe
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test is "gatigticaly" large then the decison rule is to declare that we do not believe that serid
correlation is present. If f_ is“dtatistically” small, then the decision ruleisto declare we believe

the serial correlation is present.

Estimate Any numerica quantity computed from a sample of data. For example, a sample meanisan
estimate of the corresponding population mean.

EstimatedRegression Line Thefitted curvewhich esimatesthe linear regresson modd. Theregresson
issmpleif thereis only one independent variable and it is represented by 4, = b, + byx;.

Experiment-wise Alpha See overall alpha.
Explanatory Variable Seeindependent variable.

False Positive Rate The probability of mistakenly concluding that the ground weter is clean when it is
contaminated. It is the probability of making a Type | error.

False Negative Rate The probability of mistakenly concluding that the ground water is contaminated
when it isclean. It isthe probability of making a Typell error.

Ground Water Sample See physical sample.

Histogram A graphicd display of afrequency digtribution. Thisisusudly given by acollection of barsin
multiple intervas, where the height of a bar in its intervd is proportiond to the frequency of
occurrence of the variable in that interva.

Hypothesis Anassumption about aproperty or characteristic of apopulation under study. A mgor theme
of datigtica inference isto decide which of two complementary hypothesesislikdy to betrue. In
the context of this document, the null hypothesis is the hypothess that the ground water is
"contaminated,” and the alter native hypothesisis the hypothes s that the ground water is™clean.”

Hypothesis Test A basic satistica technique for deciding” which of two hypotheses isto be accepted,
based on measurements which have measurement error. The null hypothesisisrgected in favor of
the dternate hypothess if the measurements are improbable when the null hypothess is true.
Otherwise, the null hypothesisis accepted in favor of the dternate hypothess.
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Independent Variable (x;) The characteristic being observed or measured that is hypothesized to
influence an event (the dependent variable) within the defined area of relationships under study. The
independent variable is not influenced by the event but may cause it or contribute to its variation.

Inference The process of generaizing (extrapolating) results from asampleto alarger population. More
gengdly, satidticd inferenceistheart of evauating information (such as samples) in order to draw
reliable conclusons about the phenomena under study. This usudly means drawing conclusons
about the digtribution of some variable.

Interquartile Range The difference between the 75th and 25th percentiles of the digtribution.

Judgment Sample A sample of data sdected according to non-probabilistic methods; usudly based on
expert judgment.

Kriging Krigingisthe name givento theleast squares prediction of spatia processes. Itisaform of curve
fitting usng avariety of techniquesfrom regresson and time series. Sttigtically, krigingisbest linear
unbiased estimation using generdized least squares. Thisgtatistica technique can be used to mode
the contours of water and contaminant levels across wells a given points in time (see Chapter 7
of thisguidance and Volume I, Chapter 10). Kriging is not appropriate for assessing attainment in

ground water.

Laboratory Error See measurement error.

Lag 1 Serial Correlation See serial correlation.

Least Squares Estimates Thisisacommon estimation technique. In regresson, the purposeisto find
estimates for the regression curve fit. The estimates are chosen o that the regression curve is
"closg" to the plotted sample data in the sense that the square of their distancesis minimized (i.e,
the least). For "ample, the estimates 13, and 3, of the y-intercept 13, and the dope 31 are least
sguare estimates (see Section 6.1.2).

L ess-than- Detection Limit A concentration vaue that is reported to be below the detection limit with

now measured concentration provided by the lab. It is
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generdly recommended that these values beincluded in the andysisasvadues a the detection limit.

Lognormal Distribution A family of postivevaued, skewed digributions commonly used in
environmental work. See Gilbert (1987) for adetailed discusson of lognormal distributions.

Mean Theaithmetic average of aset of data vaues. Specificdly, the mean of adata s, X;, X, ..., X,
isdefinedby X = § =
i=1
Mean Square Error (MSE) The sum of squares due to error divided by the appropriate degrees of

freedom which provides an estimate of the variance about the regression.

Measurement Error Error or variaion in laboratory measurements resulting from unknown factorsinthe
handling and |aboratory andys's procedures.

Median Thevaueswhich separatesthe lowest 50 percent of the observations from the upper 50 percent
of the observations. Equivdently, the "middl€" value of a set of data, after the vaues have been
arranged in ascending order. If the number of data pointsis even, the median is defined to be the
average of the two middle vaues.

Mode The vaue with the grestest probability, i.e., the value which occurs more often than any other.

Model A mathematica description of the process or phenomenon by which the data are generated and
collected.

Non-Central t-Distribution Similar to thet-distribution with the exception that the numerator isanormal
variate with mean equa to something other than zero (see dso t-distribution).

Nonparametric Test A test based on relatively few assumptions about the underlying process generating
the data. In particular, no assumptions are made about the exact form of the underlying probability
digribution. As a consequence, nonparametric tests are vaid for a farly broad class of
digributions.
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Normal Distribution A family of "bell-shgped" distributions described by the mean and variance, 1 and
s 2. Refer to a atigtical text (e.g., Soka and Rohlf, 1973) for aforma definition. The standard
normd digribution hasp=0ands 2= 1.

Normal Probability Plot A plot of the ordered resduals againgt their expected vaues under normaity
(see Section 5.6.2).

Normality See normal distribution (see also Section 5.6).
Null Hypothesis See hypothesis.

Outlier Measurementsthat are (1) very large or smal relative to the rest of the data, or (2) suspected of
being unrepresentative of the true concentration at the sample locetion.

Overall Alpha When multiple chemicas or wells are being assessed, the probability thet al chemicalsin
dl wdlsarejudged to attain the cleanup sandard when in redity, the concentrationsfor at least one
well or chemical do not attain the cleanup standard.

Parameter A datistical property or characteristic of apopulation of vaues. Satigtica quantities such as
means, standard deviations, percentiles, etc. are parametersif they refer to apopulation of values,
rather than to asample of vaues.

Parameters of the Model See regression coefficients

Parametric Test A test based on assumptions about the underlying process generating the data. For
example, most parametric tests assume that the underlying dataare normdly distributed. Although
parametric tests are drictly not vaid unless the underlying assumptions are met, in many cases
parametric tests perform well over a range of conditions found in the field. In particular, with
reasonably large sample szesthedigtribution of the mean will be gpoproximately normal. Seerobust
test. and Central Limit Theorem.

Per centile The specific vaue of adigtribution that divides the set of measurements in such away that P
percent of the measurementsfall below (or equa) thisvalue, and 1-P percent of the measurements
exceed this vaue. For specificity, a percentile is described by the value of P (expressed as a
percentage). For
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example, the 95th percentile (P=0.95) isthat value X such that 95 percent of the data have values
less than X, and 5 percent have values exceeding X. By definition, the median is the 50th
percentile.

Physical Sample A portion of ground water collected from awell at the waste Ste and used to make
measurements. This may also be called a water sample. A water sample may be mixed,
subsampled, or otherwise handled to obtain the lab sample of ground water which is sent for
|aboratory andysis.

Point Estimate See estimate.

Population The totdity of ground water samples in a well for which inferences regarding atainment
of cleanup standards are to be made.

Population Mean Concentration The concentration which is the arithmetic average for the totaity
of ground water units (See also mean and population).

Population Parameters See parameter.

Power The probability that a datistical test will result in rgjecting the null hypothesis when the null
hypothesis isfase. Power = 1 - 3, where Risthe Type |l error rate associated with the test. The
term "power function” is more accurate because it reflects the fact that power is a function of a
particular vaue of the parameter of interest under the dternative hypothesis.

Precision Precison refers to the degree to which repeated measurements are Smilar to one another.
It messures the agreement (reproducibility) among individual messurements, obtained under
prescribed smilar conditions. Measurements which are precise arein close agreement. To usean
anaogy from archery, precise archershavedl of their arrowsland very closetogether. However,
the arrows of a precise archer may or may not land on (or even near) the bull’ s-eye.

Predicted Value In regression anayss, the caculated value of 4; under the estimated regression
ling, for aparticular vaue of X.

Proportion The number of ground water samples in a set of ground water samples that have a
specified characterigtic, divided by the total number of ground water samplesin the set.
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RandomError (g,) Represents"random’ fluctuations of the observed chemica measurementsaround the
hypothesized mean or regresson modd.

Random Sample A sample of ground water units selected using the smple random sampling procedures
described in Section 4.1.

Range The difference between the maximum and minimum vaues of measurementsin a data s&t.

Regression Analysis The processof finding the"best” mathematica modd (within some redtricted class
of models) to describe the dependent variable, y;, asafunction of the independent varigble, x, or
to predict y; from x. The most common form is the linear modd.

Regr ession Coefficients The congtantsl(3, and (3, in the Smple linear regresson mode which represent
the y-intercept and dope of the mode!.

Residual In regresson andyss, the difference between the observed vaue of the concentration
measurement y; and the corresponding fitted (predicted) value, 4, from the estimated regression
line.

Response Variable See dependent variable.

Robust Test A datistica test which is gpproximatdly vaid under awide range of conditions.
Sample Any collection of ground water samples taken from awell.

Sample Design The procedures used to select the ground water samples.

Sample Mean See mean.

Sample Residual Seeresidual.

Sample Size The number of lab samples(i.e., the Sze of the Satisticad sample). Thus, asampleof sze 10

congsts of the measurements taken on 10 ground water samples or composite samples.

Sample Standard Deviation See standard deviation.
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Sample Statistics Numerica quantities which summarize the properties of adata st.

Sampling Error Vaiability in sample statistics between different samplesthat is used to characterize the

precison of sample-based estimates.
Sampling Frequency (n) The number of samples to be taken per year or seasond period.
Sampling Plan See sample design.
Sampling Variability See sampling error.

Sequential Test A datidticd test in which the decison to accept or regject the null hypothesis is
made in asequentia fashion. Sequentid tests are described in Chapters 4, 8, and 9 of thismanudl.

Serial Corrdation A measure of the extent to which successive obsarvations are rel ated.

Significance Level The probability of a Type | error associated with a Satistical test. In the context
of the satistical tests presented in thismanud, it isthe probability that the ground water from awell
or group of wdlsis declared to be clean when it is contaminated. The significance leve is often
denoted by the symbol a (Greek letter dpha).

Simple Linear Regression A regresson analyss where there is only one independent variable and
the equation for themodd isof theformy; =3, + 3%, where 3, isthe intercept and 13, isthe dope
of the regression (see Section 6.1).

Simple Linear Regression Model A linear modd relating the concentration measurements (or some
other parameter) to time (see Section 6.1).

Size of the Physical Sample Thevolume of aphysica ground water sample.
Skewness A measure of the extent to which adistribution is symmetric or asymmetric.

Skewed Distribution Any asymmetric distribution.
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Standard Deviation A measure of dispersion of aset of data. Specificdly, given aset of measurements,
X1, Xo, ..., X, the Standard deviation is defined to be the

a (x-%)?
quantity, s= \——— where X isthe sample mean.

Standard Error A measure of the variability (or precision) of a sample estimate. Standard errors
are often used to congtruct confidence intervals.

Statistical Sample A collection of chemica concentration measurements reported by the lab for one
or more lab samples where the lab samples were collected using atistical sampling methods.

Coallection of adatigtical sample alows estimation of precison and confidence intervals.

Statistical Test A forma datistical procedure and decision rule for deciding whether the ground
water in awell attains the specified cleanup standard.

Steady State A date at which the residua effects of the treatment process (or any other temporary
intervention) on genera ground water characteristics appear to be negligible (see Section 7.1).

Sum of Squares Dueto Error (SSE) A measure of how well the modd fits the data necessary for
assessing the adequacy of themodd. If the SSE issmadll, thefit isgood; if it islarge, thefit is poor.

Symmetric Digribution A digribution of measurements for which the two Sdes of its overdl
shape are mirror images of each other about a center line,

Systematic Sample Ground water samplesthat are collected at equaly-spaced intervals of time.

t-Digtribution The digtribution of a quotient of independent random variables, the numerator of
which is a sandardized normd variate with mean equa to zero and variance equd to one, and the
denominator of which is the positive square root of the quotient of achi-square distributed variate
and its number of degrees of freedom. For additiona details about the t-distribution, consult
Resnikoff and Lieferman (1957) and Locks, Alexander, and Byars (1963).
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Tolerancelnterval A confidence interva around a percentile of a distribution of concentrations.

Transformation A manipulation of either the dependent or independent variable, or both, to normalize
adigribution or linearizeamodd. Useful transformationsinclude logarithmic, inverse, squareroat,
etc.

Trends A generd increase or decrease in concentrations over time which is persstent and unlikely
to be due to random variation.

True Population Mean The actud, unknown arithmetic average contaminant level for al ground
water samples in the population (see a'so mean and popul ation).

Type | Error The error made when the ground water in a well is declared to be clean based on a
datigtical test when it is actudly contaminated. Thisis aso referred to as afal se pogtive.

Type Il Error The error made when the ground water in a well is declared to be contaminated when
it isactudly clean. Thisisdso referred to as afal se negative

Variance The square of the standard deviation.
Waste Site The entire area being investigated for contamination.

Z Value Percentage point of a standard normal distribution. Z values are tabulated in Table A.2 of
Appendix A.
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